


 

 

 

 

 

Overview 

Over the past several decades, the Social Security Administration has tested many new 

policies and programs to improve work outcomes for Social Security Disability 

Insurance beneficiaries and Supplemental Security Income recipients. These 

demonstrations have covered most aspects of the programs and their populations. The 

demonstrations examined family supports, informational notices, changes to benefit 

rules, and a variety of employment services and program waivers.  

A “State of the Science Meeting,” sponsored by the Social Security Administration 

and held on June 15, 2021, commissioned papers and discussion by experts to review 

the findings and implications of those demonstrations.  

A subsequent volume—Lessons from SSA Demonstrations for Disability Policy and 

Future Research—collects the papers and discussion from that meeting to synthesize 

lessons about which policies, programs, and other operational decisions could provide 

effective supports for disability beneficiaries and recipients who want to work. This 

PDF is a selection from that published volume. References from the full volume are 

provided. 
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Chapter 3 

Improving the Use of Demonstrations 

Robert R. Weathers II 

Social Security Administration1 

Austin Nichols 

Abt Associates 

The Social Security Administration (SSA) has made substantial investments in 

planning and conducting demonstration projects. In 2008, the Government 

Accountability Office (GAO) found that between 1996 and 2008, SSA spent $155 

million on demonstrations that “yielded limited information on the impacts of the 

program and policy changes they were testing” (GAO 2008, 1). The 2008 GAO report 

recognized that SSA had taken steps to improve its demonstrations, and SSA 

responded to the report by developing written policies and procedures for managing 

and operating them consistent with research practices and internal control standards in 

the federal government. SSA’s response to the GAO report established a solid 

foundation for improving the evidence drawn from demonstrations on the efficacy and 

effectiveness of program and policy changes. 

SSA has completed five demonstrations since 2008: the Mental Health Treatment 

Study (MHTS), the Youth Transition Demonstration (YTD), Accelerated Benefits 

(AB) demonstration, the Benefit Offset Pilot Demonstration (BOPD), and the Benefit 

Offset National Demonstration (BOND), all described at length in this volume’s 

Appendix. Each one has provided rigorous evidence on the effects of the program and 

policy changes that were tested. SSA spent more than $245 million to complete these 

five demonstrations, and GAO considered all of them to be either “strong” or 

“reasonable” relative to professional research standards. SSA has a public-facing 

website that contains information on these demonstrations. It has published findings 

on them in peer-reviewed professional journals, highlighted their findings in its annual 

performance report and the annual report on the Supplemental Security Income (SSI) 

program, and produced annual reports to Congress that document progress on the 

demonstrations and the key findings from them. 
SSA has made meaningful progress on planning and conducting demonstrations 

and continues to do so. However, there are several opportunities to further improve 

the return on these investments. This chapter identifies specific areas where SSA could 

make improvements to its demonstrations and broaden the evidence base used to make 

important program and policy decisions. We organize the specific areas under four 

headings: (1) tailoring the design of demonstrations to improve the use of results 

 
1  The views expressed in this chapter are those of the authors and do not necessarily represent 

the views of the Social Security Administration or the US federal government. 



2 Weathers and Nichols 

 

 

(including several cost-benefit considerations); (2) identifying and acquiring the data 

needed for evaluation; (3) expanding the dissemination of findings to stakeholders; 

and (4) broadening the use of data from the demonstrations to inform program and 

policy development. In addition to identifying specific areas for improvement, we 

provide examples from other research and demonstration efforts on how similar efforts 

have increased the evidence necessary to inform programs and policies. We also note 

areas where SSA has led the field in developing demonstration best practices, which 

implies it could continue to be a leader in improving the use of demonstrations. 

TAILORING THE DESIGN OF DEMONSTRATIONS TO IMPROVE THE 

USE OF RESULTS 

A demonstration design report provides a blueprint for the implementation of (1) 

the new or changed policy, program, service, support, or procedure (the 

“intervention”) at the center of the demonstration, and (2) the evaluation of that 

intervention. A good design report describes the intervention to be evaluated, the 

intended effects of the intervention, the evaluation methodology, the structure of a 

cost-benefit analysis, the data sources, the implementation plan, and the dissemination 

plan. Failure to establish a sound demonstration design generally results in a failed 

demonstration. 

We identify several aspects of a demonstration that need to be considered for 

inclusion in the design report to maximize the project’s value to stakeholders. This 

section begins by considering the specification of the intervention. It describes 

instances where an intervention that provides information on a range of options can be 

more informative than an intervention focused on a specific option. We acknowledge 

that an intervention that informs a range of options might not be a practical policy 

option due to factors such as the incentives to participate and costs. However, such an 

intervention can have the advantage of reducing the set of effective options. For 

example, if a generous program proves to be ineffective, then less generous variants 

are unlikely to be effective. 

We then consider ways to make greater use of theoretical and logic models to 

provide policymakers with more information on the potential efficacy and 

effectiveness of an intervention. Next, we examine how evaluation methods should be 

tailored to the intervention, as well as the need for evidence providing the rationale for 

the demonstration in the first place. We conclude this section by describing important 

components of a cost-benefit analysis that will allow stakeholders to assess the 

potential value of an intervention relative to its costs. 

Designing Demonstrations That Inform a Broader Range of Policy Options 

Some of SSA’s demonstrations have focused on a narrow range of policy options, 

which can produce relatively limited information on the potential impact of alternative 

policies when compared to projects that inform a broader range of options. Most of 
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the focus is on SSA policies pertaining to Social Security Disability Insurance (SSDI) 

beneficiaries and SSI recipients, and often on their work outcomes, or rules related to 

work. 

For example, BOND was designed to estimate the impact of changing the way 

that work behavior affects benefit payment amounts. The “benefit offset” refers to the 

change in rules associated with the benefit calculation. Under the current program 

rules, if a beneficiary performs work that is determined to be Substantial Gainful 

Activity (SGA), SSA suspends the entire benefit payment amount after a nine-month 

Trial Work Period and a three-month Grace Period. The complete loss in benefits is 

often referred to as the “cash cliff.” Instead of suspending the entire benefit payment 

amount, BOND Stage 1 tested the impact of a more gradual $1 reduction in benefit 

payments for every $2 in earnings above an annual amount corresponding to the SGA 

level. Thus, BOND Stage 1 tested this specific benefit offset policy against the current 

policy. 

However, there are a number of variations to a benefit offset policy that might be 

of interest to policymakers, and that are likely to have different impacts on work 

activity, benefit payments, and the finances of SSA’s disability programs. For 

example, an even more gradual $1 reduction in benefits for every $4 in earnings above 

the SGA level might be of interest to policymakers because it might provide a 

relatively greater inducement to work.2 Or, as is the case with the Promoting 

Opportunity Demonstration (POD), starting the benefit offset at a lower earnings 

amount than the SGA level might be of interest to policymakers because it may be 

more likely to result in program savings. Variations in the benefit rules provide 

different incentives for SSDI beneficiaries to work. Other policies or programs could 

also change the effectiveness of a specific offset, greatly expanding the range of policy 

options to consider. 

More generally, a focus of SSA demonstrations, as well as changes to the work 

incentives within the SSI and SSDI programs, is the assumption that SSDI 

beneficiaries and SSI recipients with a capacity to work do not do so because of the 

loss in benefits associated with work activity.3 The loss in benefits associated with 

work activity is implicitly a tax on earnings. This “tax” lowers the relative price of 

non-work activity, which could encourage beneficiaries and recipients to reduce time 

 
2  SSA’s SSDI demonstration project authority described in Section 234 of the Social Security 

Act specifically identifies potential alternatives such as “implementing sliding scale benefit 

offsets using variations in—(i) the amount of the offset as a proportion of earned income; 

(ii) the duration of the offset period; and (iii) the method of determining the amount of 

income earned by such individuals.” SSA has used the SSI research authority in Section 

1110 of the Social Security Act to test a $1 reduction in SSI payments for every $4 in earned 

income as part of YTD.  
3  Data from the National Beneficiary Survey show that 91.7 of all SSI recipients and SSDI 

beneficiaries identify a physical or mental health condition as the primary reason for not 

working (SSA 2018a; prepared by Emily Roessel, Office of Research, Demonstration, and 

Employment Support). 
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spent working. The implicit tax on earnings Autor and Duggan (2007) refer to as the 

“substitution effect” channel for discouraging work activity, by which they mean the 

tax leads beneficiaries and recipients to substitute from time spent at work with time 

spent at their leisure. Alternatively, access to the SSDI cash benefit and Medicare can 

also discourage work activity. The availability of cash benefits and Medicare is 

referred to as the “income effect” channel for discouraging work, as the income from 

them subsidizes leisure activities and can be the relatively more important factor that 

reduces work activity among beneficiaries and recipients. If the income effect channel 

is the primary factor affecting work activity among beneficiaries, then SSA’s 

demonstrations that focus on the substitution effect will be relatively ineffective in 

encouraging work.4 The magnitudes of these two types of beneficiary and recipient 

responses are important for understanding the implications of proposed work 

incentives policy changes (Gelber, Moore, and Strand 2017).  

SSA’s demonstrations to date have tested the importance of the substitution effect 

channel in a limited and incremental manner. The projects have focused on a $1 for 

$2 offset as opposed to other sliding scale offsets (e.g., a $1 reduction for every $4 

earned), and on a limited range of the amount of earnings allowed before the benefit 

offset begins. One reason for the focus on a $1 for $2 benefit offset policy is because 

the law explicitly required testing such an offset. In addition, limited resources were 

available for conducting a wider range of benefit offset demonstration projects.  

A consequence of the focus on a $1 for $2 benefit offset is that we do not know 

what effects other kinds of policy innovations might produce, and we do not know 

what the limits are on the effects that could be produced by altering incentives tied to 

the substitution effect channel. We also do not understand the “response surface,” or 

how effects on beneficiaries depend on the detailed parameters of policies. That is, the 

existing crop of demonstrations addresses a specific subset of questions specified in 

the law. If new legislation provides the agency with more discretion, new 

demonstrations could be used to greatly widen the range of questions to which we have 

answers, both by answering more questions in each demonstration and by increasing 

the scope of questions answered to explore the limits on possible effects of a type of 

intervention. 

As an example of testing the limits on possible effects, a demonstration could 

allow beneficiaries to maintain their entire benefit amount and Medicare no matter 

how much they earn. This intervention would completely eliminate the implicit tax on 

earnings due to program rules. The actual policy tested by such a demonstration might 

not be viable, due to the potential effects on program participation and program costs. 

However, the demonstration could provide a plausible upper-bound estimate of the 

 
4  There is a long history of attempts to measure the impact of disability benefits on lowering 

work activity, though it is not clear whether this is due merely to the increased income due 

to receipt of benefits, rather than any disincentive to the effective taxation of labor income 

(Bound 1989; Bound and Burkhauser 1999; von Wachter, Song, and Manchester 2011; 

Maestas, Mullen, and Strand 2013; French and Song 2014).  
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impact of different benefit offset policy options (and other policies that change the 

economic benefit of work) on the number of beneficiaries who perform work 

considered SGA. Eliminating benefit reductions removes the substitution effect 

channel that discourages work and provides evidence on the relative magnitude of the 

substitution effect channel (i.e., the tax on work activity is the primary work 

disincentive) versus the income effect channel (i.e., the benefit amount and access to 

Medicare is the primary work disincentive). 

To better understand the way SSDI beneficiaries and SSI recipients respond to 

any possible variations in policy, a demonstration can use a multi-armed or factorial 

experimental evaluation design (see Chapter 2 in this volume). Doing so introduces 

variation in the benefit calculation rules, with several varying amounts, or additional 

interventions such as services that might make new benefit calculation rules more or 

less effective at increasing work. A good example of a multi-arm design that SSA 

successfully deployed is BOND, in which Stage 1 tested just the new policy for annual 

earnings, whereas Stage 2 tested a pair of policy changes for volunteers only. The first 

experimental arm got the same intervention as Stage 1, and the control arm also got 

Stage 1’s business-as-usual condition. A second experimental arm in Stage 2 received 

both the $1 for $2 offset and more proactive counseling regarding benefits and work, 

called “enhanced work incentives counseling,” at an increased cost. Stage 2 did not 

find any evidence that the extra counseling increased earnings, so evidently the 

combination of proactive counseling and the offset is inferior to the simple offset on 

cost-benefit grounds. This is information that would not have been knowable without 

the additional arm of the evaluation. 

Broadening the Use of Theoretical Models 

Specifying a theoretical model is useful for describing the potential effects from 

a demonstration, specifically what response to an intervention to expect. For example, 

for the BOPD and BOND, a simple static labor supply model illustrates the potential 

effects of a change to the benefit offset policy for current beneficiaries on earnings 

amounts and benefit amounts (Weathers and Hemmeter 2011). A life-cycle model is 

useful for describing broader behavioral effects of an intervention, such as how it 

might lead to “entry effects” (see Chapter 2)—that is, it might encourage some 

individuals to apply for benefits sooner than they otherwise would under current 

program rules (Benítez-Silva, Buchinsky, and Rust 2010). 

One opportunity to extract more information from demonstrations is to use the 

results to estimate and validate a well-specified theoretical model. For example, Todd 

and Wolpin (2006) use the results from a social experiment on a school subsidy 

program to estimate and validate a model of parental decisions about fertility and a 

child’s educational attainment. They then use the model to analyze different policy 

proposals and provide information on the likely impacts of alternative policies on 

fertility and on educational attainment. 
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There are a number of different theoretical models that could be estimated and 

validated to inform changes to SSA policy. For example, SSA can use results from 

benefit offset demonstrations to estimate and validate a life-cycle model similar to the 

one specified by Benítez-Silva, Buchinsky, and Rust (2010). SSA can then use the 

model to simulate the effects of different types of benefit offset proposals on outcomes 

such as entry into the program, work behavior, benefit amounts, and potential program 

costs or savings. For example, the ongoing Promoting Opportunity Demonstration 

(POD) is using a model to simulate different policy effects at a national level, but as 

far as we know, is not simulating entry effects. Another example is related to the timing 

and the amount of payments to service providers, referred to as “Employment 

Networks,” under the Ticket to Work program. If we have information on how specific 

changes to the Ticket to Work payment structure influenced Employment Network 

behavior, we could estimate and validate a theoretical model on the relationship 

between the Ticket to Work payment structure and the behavior of Employment 

Networks. We could then use the model to simulate how other possible changes to the 

payment structure would change the size and composition of the number of SSDI 

beneficiaries and SSI recipients served and their employment outcomes.  

The amount of confidence in results of model-based simulations depends on the 

information used to estimate and validate the model. For example, using results from 

several demonstrations that tested different benefit offset policy options could result 

in more reliable model estimates. Specifically, testing more generous benefit offsets 

than have been tested to date would require extrapolation with no empirical support; 

but as described in Chapter 1, the “Ultimate Demonstration” (see Gubits et al. 2019) 

would provide information so that results for almost any offset policy would have 

empirical support. Therefore, our suggestion that SSA design demonstrations that test 

a wider range of policy options would be a beneficial input to such a model-based 

approach. 

A well-constructed theoretical model is also useful for assessing how program 

interactions can affect responses to a program or policy. There are two aspects of 

BOND where a theoretical model is particularly useful. One is the interaction between 

SSDI and SSI. In 2018, approximately 14 percent of SSDI beneficiaries received 

benefits from both programs. Because the SSDI benefit amount is treated as unearned 

income when determining the SSI payment amount, the drop in SSDI benefits that 

occurs when a beneficiary performs SGA can result in an increase in the SSI payment 

amount, which lessens the implicit tax on work activity under the existing program 

rules. Thus, BOND might not reduce the disincentive to work among SSDI 

beneficiaries who also receive an SSI payment. 

Another potentially important interaction occurs for SSDI beneficiaries whose 

income levels make them eligible for Medicaid benefits or health insurance subsidies 

through a state Medicaid buy-in program or through the Affordable Care Act. Work 

activity could affect eligibility for such benefits, and subsequently affect the financial 

incentive for beneficiaries to participate in SGA under BOND. While the BOND 
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evaluation considered such effects, the lack of individual-level data on participation in 

Medicaid buy-in made disentangling the effect difficult. Indeed, this was a limitation 

of BOND. 

Establishing a well-specified theoretical model as part of the demonstration 

design can expand the information on a policy or program drawn from a 

demonstration. We identified at least three advantages of using such models. First, 

they can be used along with data drawn from a demonstration to produce simulated 

responses to alternative policy or program changes. Second, they can provide 

information on potential program or policy changes that could not be adequately 

measured from a demonstration, such as the potential for a policy or program change 

to encourage entry into the program. Third, they can identify important interactions 

with other programs that could limit the potential effect of a program or policy. 

Theoretical models can inform the demonstration’s intervention design and then, 

thereafter, can provide information on implications of the evaluation’s findings. 

Broadening the Use of Logic Models to Specify Detailed, and Falsifiable, Goals 

A logic model lays out an intervention’s inputs, activities, outputs, and outcomes. 

“Inputs” include the funding or legislative authority, for example, that makes the 

intervention possible. Inputs included the funding, staff, and mechanisms to 

implement the intervention. The logic model then identifies the activities (such as 

counseling services) and “outputs” (such as that participants receive counseling). Next 

the logic model identifies the outcomes, including both short- and long-term ones, that 

the intervention aims to influence. A logic model can also show external factors that 

moderate impacts or could interfere with the linkage of inputs to outputs and outcomes. 

The logic model is helpful for understanding the intervention at the center of a 

demonstration, and how to measure that intervention’s success. Ultimately, the logic 

model is a high-level summary of the assumptions about how the intervention is 

expected to operate. 

SSA has specified logic models prior to enrolling participants into an intervention, 

and those models provide a clear picture of the expected relationships on which the 

evaluation focuses. The SSA demonstrations with well-specified logic models include 

the AB demonstration (see Weathers et al. 2010, Chart 1), BOND (see Stapleton et al. 

2010, Exhibit 2.5), the Promoting Readiness of Minors in Supplemental Security 

Income (PROMISE) demonstration (see Fraker, Carter, et al. 2014, Figure I.1), and 

YTD (see Rangarajan et al. 2009, Figure I.1). Yet they are often missing links that 

could have been useful to identify early measurement supporting program 

improvement. 

As a specific example, consider YTD. As Hemmeter (2014) summarized: 

Most of the types of services provided at YTD projects were those 

recommended by the National Collaborative on Workforce 

Disability for Youth, although some were drawn from “best 
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practices” of other interventions for youths with disabilities. The 

YTD project’s core interventions addressed the barriers youths face 

in their transition from school to work. Chart 1 [“YTD Design 

Objectives”] depicts the barriers and the YTD intervention 

components, along with the transition environment and key project 

outcomes. 

In the figure, barriers (such as low expectations about work and self-sufficiency 

or financial disincentives to work), YTD intervention components, and factors 

affecting transition (such as schools or community-based service providers) are listed 

in three separate boxes that each point at a central oval marked “Transition Efforts by 

Youth,” which then points to short-term and longer-term outcomes. But  

each of the YTD sites offered services to break down…barriers to 

varying degrees…[e.g.,] empowerment training to help participating 

youths learn to make their own choices (as opposed to having a 

parent or guardian choose for them)…; working with the families to 

break down misunderstandings about program rules; encouraging 

the families to participate in planning for the youths’ self-

sufficiency…; and providing case management to coordinate health 

and other social services. 

Evidently, there are a number of hypothesized links in the causal chain that are 

not spelled out in the three boxes pointing at a central oval in the logic model. For 

example, presumably “encouraging” families to plan for their youth’s self-sufficiency 

is intended to shift the “low expectations” identified as a barrier in the logic model. 

But Wood and Goetz Engler (Chapter 9 in this volume) report that “more than 80 

percent of enrollees reported that they expected to work at least part-time in the future” 

and “a more generous $1 for $4 benefit offset in the earned income exclusion and an 

extension of the student earned income exclusion…encouraged participants to enroll.” 

That is, YTD participants may have come in with high expectations about work and 

independence, and counseling could actually have shifted them in the wrong direction, 

or not at all. Pre- and post-counseling measures of expectations would have provided 

direct feedback on this link in the chain. 

As Martinez et al. (2010) note, in some YTD sites, “the provision of direct 

employment-related services such as job development was not a primary focus of the 

program intervention, yet independence and self-sufficiency were cited as primary 

goals. Clearly defined pathways that would suggest that the proposed services could 

directly lead to self-sufficiency were not evident.” If each site could not say how 

services might lead to self-sufficiency, and measure changes that might be expected 

one day to lead to increases in paid employment and income (or even immediate 

changes in attitudes and expectations), the site’s logic model is evidently missing some 

testable hypotheses. 
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An extension of the basic logic model can provide an opportunity to connect 

impacts on short-term or long-term outcomes, or even near-term changes in attitudes 

or participation, to intervention components. The extension is referred to as the 

“falsifiable logic model” (FLM) and differs from logic models specified in prior SSA 

demonstrations because it includes “the requirement that an expanded logic model 

specify detailed—and falsifiable—goals for one of the components of a conventional 

logic model—intermediate outcomes that must be realized by members of the 

treatment group in order for the program to succeed” (Epstein and Klerman 2012, 

380). Examples of such intermediate outcomes could include achieving a pre-specified 

target for the use of a specific intervention (not all who enroll choose to use a specific 

intervention), achieving a pre-specified goal of successful completion of the 

components of an intervention, or other intermediate outcomes that the logic model 

identifies as a key, or a combination. 

There are several advantages to specifying detailed goals within the FLM. First, 

pre-specifying key intermediate outcomes establishes metrics that could provide early 

information on the potential effectiveness of the intervention. If it fails to achieve the 

intermediate outcomes that are intended to lead to ultimate outcomes, then we would 

expect smaller ultimate impacts of the intervention on ultimate outcomes. For 

example, the PROMISE demonstration focused on services delivered in the 

intermediate report since its logic model specified those services were needed for the 

intervention to have longer-term impact (Mamun et al. 2019). Or, if there are 

immediate positive findings, the intervention might be judged favorably before long-

term outcomes are collected, e.g., the denied applicant mailer study de-prioritized 

longer-term analysis because appeals fell in the near term (GSA 2019). 

Second, it provides metrics that point to areas for future changes to an intervention 

to improve its efficacy. Third, if the FLM is part of a pilot project, then it might provide 

the additional information necessary to make decisions about whether, as well as how, 

to proceed with more rigorous impact evaluation. Fourth, Epstein and Klerman (2012) 

identify the FLM as a mechanism for “truth-telling” during the course of the 

demonstration. That is, specifying intermediate outcomes as part of an FLM could 

reduce the tendency to initially oversell an intervention to promote its implementation, 

and it could reduce the tendency to understate expected effects of an intervention at 

the evaluation stage to claim success. A clear example is in recruitment: if fewer than 

six in a hundred eligible participants agree to use any offered services, the impacts on 

those six would have to be enormous to produce discernable population-level impacts. 

Solicited participants signing up for a demonstration, and then using services offered, 

are common early links in a chain of events that are indicative of upper bounds on 

long-term success. 

Implementation of a FLM might have been useful for past demonstrations, as well 

as for evaluations of ongoing national programs. For example, the AB demonstration 

included the Progressive Goal Attainment Program (PGAP), which consisted of 10 

modules that were designed to progressively change a participant’s behavior and 
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increase the likelihood of their return to work (Michalopoulos et al. 2011). The AB 

logic model did not specify metrics for intermediate outcomes for PGAP in terms of 

the numbers who would participate and the number of modules that participants would 

need to complete for PGAP to contribute to employment outcomes. At the end of the 

evaluation, the final report showed that 36 percent of those eligible for PGAP used it, 

only about one-sixth of that group completed all 10 modules, and half completed at 

least four modules. An FLM that identified four modules as a sufficient amount to 

have an effect on employment would have strengthened the findings. That is, if the 

demonstration could have identified up front the level of fidelity likely to produce 

discernable impacts, early results on the fraction of participants attaining that level of 

fidelity to planned services would have helped to set expectations about the upper 

bound on eventual long-term impacts observable. 

It seems likely to us that an FLM might also have improved the information drawn 

from evaluations of other demonstrations—such as Project NetWork, and YTD as 

described above. In Project NetWork, only 4.5 percent of those solicited signed up, 

but “60 percent of participants completed assessment and employment planning and 

45 percent received purchased employment-related services,” as detailed in Chapter 9. 

That is, the offer of service might result in fewer than three in a hundred getting 

assessments, and if “there were delays in obtaining the initial assessments of 

participants, [they could well disengage] during these waiting periods.” Had the 

demonstration tracked these milestones on the path to impact, they might have 

tweaked processes to improve adherence. These are the low-hanging fruit, easily 

gleaned via process reports. Getting inside the delivery of services, and measuring the 

quality of services delivered, should also be part of the FLM. A useful analogy might 

be education: if students do not attend class, then the quality of the teaching does not 

matter. If we can track attendance easily, we should; that measuring the quality of 

teaching is a harder nut to crack does not mean we do not try. 

In the MHTS, researchers (Frey et al. 2011) used fidelity measurement to assess 

site-level service delivery of the manualized intervention Individual Placement and 

Support (IPS) and to improve implementation in progress. The researchers conducted 

annual site visits and rated them on adherence to IPS standards related to staffing, 

organization, and service requirements. The Supported Employment Demonstration 

(SED) also uses the IPS intervention, which has a rich literature supporting its effects 

in various populations and a fidelity scale that can be used to identify shortfalls early 

in the logic model. In a sense MHTS and SED illustrate both the promise and pitfalls 

of the FLM, since well-measured service delivery outcomes can be used to course 

correct and improve interventions early in the demonstration, but these can alter the 

intervention as the demonstration is ongoing (complicating interpretation of any 

evaluation). This approach could, for example, prune sites where impacts are unlikely 

due to faulty implementation, breaking the early links in the causal chain, but that 

would change the nature of the impact being evaluated. The purposive site selection 

in MHTS may play a similar role, also changing the nature of the impact being 
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evaluated, from the impact of IPS on those with schizophrenia or affective disorder 

and no employment to the impact in just those kinds of sites chosen for the ability to 

deliver IPS with high fidelity.  

We believe that there are opportunities for SSA to use FLMs prospectively to help 

assess interventions that are good candidates for demonstrations. For example, SSA is 

currently conducting a study on exits from disability assistance. This study may 

identify potential interventions that might promote economic self-sufficiency for SSDI 

beneficiaries and SSI recipients who are no longer eligible for disability benefits 

because they had a medical review that indicates they are capable of performing SGA. 

The results of this study will be useful if an FLM can be specified with multiple links 

in service delivery and outcomes that can support both early detection of more and 

less promising models and eventual rigorous impact evaluation. Similarly, SSA is 

assessing early intervention efforts that might help people with disabilities obtain and 

maintain employment and reduce the likelihood of applying for disability benefits. 

SSA can use an FLM for potential early intervention pilot projects, to choose the most 

promising interventions based on intermediate outcomes and recruitment, well in 

advance of any one of those interventions being part of a larger demonstration. There 

are plans to pursue such projects in the near future, so this is a ripe opportunity to pilot 

new FLM approaches.  

Another opportunity for SSA to incorporate FLMs is through its new 

Interventional Cooperative Agreement Program (ICAP). Its establishment will allow 

SSA to collaborate with states, private foundations, and other entities that have the 

interest and ability to identify, operate, and partially fund interventional research. The 

research and interventions under ICAP will focus on: examining the structural barriers 

in the labor market, including for racial, ethnic, or other underserved communities in 

addition to people with disabilities, that increase the likelihood of people receiving or 

applying for SSDI or SSI benefits; promoting self-sufficiency by helping people enter, 

stay in, or return to the labor force, including children and youth; coordinating the 

planning between private and human services agencies to improve the administration 

and effectiveness of the SSDI, SSI, and related programs; assisting claimants in 

underserved communities apply for or appeal determinations or decisions on claims 

for SSDI and SSI benefits; and conducting outreach to children with disabilities who 

are potentially eligible to receive SSI as well as their parents and guardians. The 

awards will be tiered, with funding eligibility and the level of funding based on the 

level of evidence that currently exists for the proposed intervention (i.e., feasibility 

studies with no causal evidence would be eligible for smaller awards than studies 

scaling up or otherwise implementing interventions that qualify as “effective” 

according to statistical and evaluation criteria). SSA could use FLMs as a mechanism 

for assessing the readiness of pilot projects for rigorous evaluation, and depending on 

the number of applications, a random assignment of FLM to pilots might even be 

feasible in this setting. 
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Documenting the Tradeoffs When Defining the Scope of a Demonstration 

In addition to using theoretical and logic models to inform evidence-generating 

efforts, SSA also must consider various practicalities when planning its 

demonstrations. There are sharp limits on what SSA is authorized to test, and those 

limits are slated to become much sharper when its current demonstration authority 

expires next year. SSA as an agency also has to be sensitive to the priorities of 

numerous stakeholders who fund it, audit it, or comment on its rulemaking. Beyond 

these legislative and political barriers, there are important statistical and funding 

constraints on what can go into a demonstration. For example, in some instances a 

demonstration might not be practical for producing the evidence on a specific outcome 

that is important to policymakers. This could be because the effect size that is 

important to policymakers is small (too small to expect an evaluation to detect it, given 

the sample size). Another reason is that some effects of interest to policymakers cannot 

be easily evaluated because a demonstration setting cannot adequately approximate 

the conditions of an ongoing national program, or because the time frame for 

measuring relevant effects is too long. In other cases, the intervention might consist of 

several components, and resource limitations might make it too difficult to unpack the 

effect of each component. Below, we illustrate how to focus a demonstration to 

maximize the evidence it produces, subject to various practical constraints. 

One example of an effect that is important to policymakers and that is difficult to 

estimate from a demonstration is the effect on the number and composition of program 

participants (i.e., entry effects; see also Chapter 2).5 A change to the program that 

expands the benefits available to program participants could induce those who are 

potentially eligible for the program to enter the program, thus changing the number 

and composition of its participants. The way this effect unfolds can depend on how 

credibly permanent the policy change is, and how information about the change filters 

out to potential participants. For instance, in the SSDI program, adding a benefit offset, 

eliminating the 24-month Medicare waiting period, or adding other benefits might 

induce those with severe health impairments to exit the labor force and to enter SSDI. 

A change in the number or composition or both of program participants could change 

the average benefit payment amount, the average duration of program participation, 

and the number of participants, and collectively influence the costs of the program. 

Using a demonstration to estimate entry effects would require reaching those 

individuals who are not participating in the intervention, meaning the sampling frame 

for a demonstration would need to be the entire population. In the entire population, 

however, most potential participants have very low chances of ever participating, even 

given large changes in incentives. As a result, the average impacts are a mix of “zeros” 

(negligibly small changes in chances of entering the program) and larger impacts, 

 
5  Section 302 of the Ticket Act refers to program entry effects as “induced entry,” and required 

SSA to conduct a benefit offset demonstration project that includes an evaluation of “the 

effects, if any, of induced entry into the project and reduced exit from the project.” 
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which implies an extremely large random sample of the entire population would have 

to be randomized in order to detect impacts. Some narrowing of the scope of the 

demonstration is required to make progress. 

BOND is a good example of how to narrow a demonstration to provide useful 

information to policymakers. The Ticket to Work and Work Incentives Improvement 

Act of 1999 (Ticket Act) specified a benefit offset demonstration project of sufficient 

size and scope to estimate “the effects, if any, of induced entry into the project and 

reduced exit from the project.” SSA actuaries have traditionally assumed that the costs 

associated with entry effects are larger than the assumed savings due to increased work 

activity (McLaughlin 1994). During the design phase of the benefit offset 

demonstration, SSA faced an important decision: whether a demonstration project 

would be a practical and reliable way to estimate entry effects under an ongoing 

national benefit offset policy and should be conducted, or whether SSA should pursue 

a narrower demonstration focused on the effect of a benefit offset on those who enter 

the program under the existing rules. 

SSA conducted a considerable amount of research and analysis to inform a 

decision on the type of benefit offset demonstration project it should pursue. A team 

of experts reviewed SSA’s work, conducted their own analysis, and summarized their 

recommendations and conclusions in a report (Tuma 2001). That work identified how 

SSA should think about the target population for each demonstration. A demonstration 

project designed to estimate entry effects would need to target the population not 

participating in the program. Without a practical way of limiting the pool of 

nonparticipants to those who are potentially eligible for SSDI, the demonstration 

would need to target a sample from the US population. The expert panel noted that 

such a target population poses challenges because nonparticipants are much more 

numerous than current participants, and because current participants are more 

numerous than the number of induced entrants that would contribute to substantial 

program effects (costs). Thus, a demonstration project would need to be very large—

on the order of nine million people—to detect meaningful program effects of the 

magnitude that would likely arise or be policy relevant or both (Tuma 2001). 

The experts also confirmed that an experimental design to measure entry effects 

for the demonstration’s evaluation would need to randomize by geographical units 

rather than by individuals in the target population. Randomization at the individual 

level would require a method of informing millions of individuals about the new 

program in a way that would approximate the dissemination of information in an 

ongoing national program. The consultants agreed that contacting and explaining the 

new features of the program to individuals in the general population (with no prior 

contact with SSA, in many cases) randomly selected to participate in the program was 

impractical. The expert panel concluded that randomization at the county level, where 

information could be disseminated to those in the county by SSA field offices and by 

other means in a way that reasonably approximated dissemination in an ongoing 

program, might be a feasible design. However, the size of the demonstration would 
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make it potentially very expensive to administer, and other potential threats such as 

county-to-county migration during the demonstration were determined to pose risks to 

the demonstration related to the inability to reliably evaluate effects and generalize to 

the national population in the presence of individuals moving from one treatment 

status to another (known as “crossover”), or interacting with others and learning about 

other treatment conditions (known as “interference”). Because of those issues of cost 

and implementation challenges, a large-scale, national experimental evaluation of 

entry effects is unlikely in the future. 

The alternative to a demonstration with an evaluation that directly estimates entry 

effects is a relatively narrower design that estimates the effects of changes to benefit 

rules on those who enter under the existing program rules. If the results from a benefit 

offset demonstration indicate that it is ineffective at increasing work activity and 

reducing benefit payments, then program entry effects may not be informative to the 

decision-making process as they would increase administrative and program costs.6 If 

the benefit offset were effective at encouraging work activity and reducing benefit 

payments among existing beneficiaries, then SSA would pursue other research 

initiatives, such as the use of dynamic modeling of individual behavior, responses to 

hypothetical questions in a survey, or a stated preferences research design (Maestas, 

Mullen, and Zamarro 2010). SSA determined that a demonstration that estimates the 

work activity, benefit payments, and program costs was a more manageable and 

practical way to proceed; and that the demonstration would provide policymakers with 

the information needed to assess the effectiveness of changes to the benefit rules 

among current program participants. As it turns out, BOND showed increased benefits 

associated with both earnings increases and decreases that suggest entry effects could 

be important, even if potential entrants were in fact similar to current beneficiaries. 

POD suggests likely entry effects as well. Mamun et al. (2021) report that more than 

a third of POD participants who exited the demonstration (6 percent of treatment group 

members left) did so because program rules were more advantageous outside of POD. 

This strategic exit requires the same kind of calculation that potential entrants would 

face. 

Looking Inside the Black Box 

Experimental evaluation design provides an unbiased estimate of a true causal 

effect (rather than statistical noise or a confounded pattern), but it estimates the effect 

of the intervention which is a whole package of changes to the status quo, also typically 

known as the “treatment” in an evaluation setting. To measure the combined effect of 

a multi-faceted intervention, the standard A/B testing model divides evaluation 

 
6 The cost estimates produced by SSA’s Office of the Actuary assumed that a benefit offset 

would be effective in increasing work activity and reducing benefit payments among current 

beneficiaries, but that the costs associated with program entry effects would be much larger 

and result in a net cost to the SSDI program.  
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participants (the “sample”) into two groups. One gets a “treatment” that is the 

intervention’s package of services or new policy parameters, and the other gets nothing 

new, or “business as usual.” That treatment package is often referred to as a “black 

box” because one can see only the effects of the entire package on outcomes, not 

mechanisms by which the treatment produces the effects or which components matter 

in producing the effects. Such a black box could contain some elements that increase 

work and participant well-being and some other elements that decrease work and 

participant well-being, but the evaluator sees only the net effect. 

In addition to a variety of quasi-experimental approaches to “looking inside the 

black box,” there are two experimental approaches: using multiple distinct treatment 

arms as a collection of black boxes and using a factorial design, where program 

elements are systematically varied across multiple dimensions. We have good 

examples in the demonstrations of the multi-armed approach but lack good examples 

of factorial designs or quasi-experimental approaches. 

Multiple Treatment Arm Approach 

AB Demonstration. The AB demonstration provides a good example of the 

tradeoffs between the black box approach versus the multi-armed approach. That 

project included three randomly assigned groups of newly entitled SSDI beneficiaries 

who did not have health insurance coverage at intake: A group called “AB” received 

a health insurance package during the SSDI’s 24‐month Medicare waiting period; a 

group called “AB Plus” received the health insurance package plus additional 

rehabilitation and counseling services during the Medicare waiting period; and a 

control group received neither. The additional rehabilitation and counseling services 

that were available to the AB Plus group address the barriers that some newly entitled 

beneficiaries face as they attempt to return to work. Specifically, the AB Plus group 

had access to (1) medical care management along with the health insurance package 

to treat or stabilize their disabling health condition, (2) PGAP to encourage them to 

participate in activities that will eventually lead to work, and (3) employment and 

benefits counseling services to inform them of employment services and programs. 

The design allowed SSA to estimate the effect of health insurance during the 

waiting period on outcomes of interest (AB group versus control group), as well as the 

effect of the additional package of services offered to the AB Plus group on those 

outcomes (AB Plus group versus AB group). The findings indicated that health 

insurance coverage alone was not sufficient to improve beneficiaries’ labor market 

outcomes, but the addition of the AB Plus services was sufficient (Weathers and Bailey 

2014). 

The positive impact of the package of AB Plus services on labor market outcomes 

leads to questions on the relative importance of each of the three services. The effort 

to unpack the relative importance of each component relied on the choice among 

beneficiaries to use the additional services that were offered, providing relatively weak 

and limited evidence (Weathers and Bailey 2014). That approach suggested that those 
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who chose to use employment and benefits counseling services experienced 

substantially better labor market outcomes than those who chose not to use the service. 

That finding was consistent with those from other studies. Beneficiaries who chose to 

use PGAP or the medical care management services did not experience better labor 

market outcomes than those who did not use them. 

The non-experimental approach used in that study provided evidence that is only 

suggestive. Understanding the relative effectiveness of the services, however, is very 

important for a cost-benefit analysis. This is because the medical care management 

services cost $1,312 per user, the PGAP services cost $1,734 per user, and the 

employment and benefits counseling cost $3,650 per service user (Michalopoulos et 

al. 2011). If any one of these services played no role in improving outcomes, then the 

elimination of them has the potential to reduce costs without a corresponding change 

in the outcomes of the program. 

BOND. Stage 2 of BOND offers another example of a multi-armed approach in 

which added services play an important role. In Stage 2, two treatment groups received 

the benefit offset; one received standard work incentives counseling, but the other 

treatment group got enhanced work incentives counseling that resulted in a far higher 

proportion of them being told how the offset worked in detail with their potential labor 

earnings and benefits, given their family circumstances. That is, the enhanced 

counseling was the same kind of counseling offered in the standard work incentives 

counseling arm, but it was delivered to more people via proactive outreach. 

Comparisons across the two treatment groups can illuminate the effects of extra 

counseling in the presence of the offset. The comparison of the standard work 

incentives counseling treatment group versus the control group (that also got standard 

work incentives counseling but no offset) illustrates the effect of the offset in this 

group of volunteers. The comparison of the enhanced work incentives counseling 

treatment group versus the control group illustrates the effect of the combined package 

of the offset and extra counseling. 

Because those who were in the extra counseling group did not have discernably 

better outcomes, and the extra services were expensive, the cost-benefit analysis does 

not support the extra counseling as part of an implemented offset policy. Adding one 

more treatment group, that got enhanced work incentives counseling but no offset, 

would have made this a factorial design, which we discuss below.  

We will just note here that there is likely a lot of interesting information in BOND 

Stage 2 that remains unexploited, beyond those simple comparisons of means 

(regression-adjusted or not), and the BOND study data seem ripe for further analysis. 

For example, understanding who volunteered for Stage 2 from the solicitation pool 

already provides information about the attitudes and expectations of those solicited. 

Participants could never be worse off in BOND, and stood to gain potentially 

thousands of dollars in net income in the situation where they successfully earned 

above the threshold, yet 19 out of 20 evidently did not value the opportunity to 

participate. There are a variety of subgroup comparisons of interest, and explorations 
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of intent to treat (ITT) versus treatment on the treated (TOT), that could be constructed 

for BOND. We suspect there are also long-term follow-up opportunities using the 

BOND data merged with other sources of information. 

SED. The SED, which is still ongoing, used random assignment design to assign 

participants to one of two intervention groups (Full-Service or Basic-Service) or to a 

business-as-usual group. Over a three-year period, participants receive varying doses 

of services based on their random assignment. These services include systematic 

medication management, health care management and care-coordination services, and 

long-term employment services following the IPS model. Unlike the MHTS discussed 

in a prior section, SED will be able to say something about how effects vary with the 

intensity of services. Yet there are only two average levels to compare in this design, 

and the naturally occurring variation in each individual service cannot provide 

unbiased information about the value of each service, or any complementarities across 

services. 

POD. The POD also included two treatment groups and a business-as-usual 

group. In POD, the first intervention group got an offset similar to BOND’s, but 

starting at a lower earnings threshold, and could not lose entitlement to SSDI or 

Medicare no matter how much they worked. The second group got the same offset, 

but could lose entitlement to benefits if earnings proved too high for too long. The 

initial evaluation results from Mamun et al. (2021) indicate no differences in impact 

across the two intervention groups, and, for most of the findings, the two intervention 

groups are combined and compared to business as usual. The finding that adding or 

removing a protection from any potential loss of benefits has no impact is surprising, 

but since we can only compare the mean outcome across the two intervention groups, 

we learn little about the mechanism that generates this finding. 

All of the demonstrations we discussed here, AB, BOND, SED, and POD, went 

beyond the standard A/B test to explore another dimension of variation in the 

intervention. Yet the multi-armed approach fundamentally still measures the effects of 

several black boxes, so we cannot extrapolate beyond the specific packages of 

interventions in each black box. Furthermore, exploiting the non-experimental 

variation in who used various program components provides less convincing evidence, 

hence conclusions about mechanisms that use that variation can only ever be 

“suggestive,” as caveated above. The best quasi-experimental approaches to exploiting 

naturally occurring variation relies on strong assumptions to estimate the mechanisms 

via which an intervention produces effects (mediation) or factors that change its effects 

(moderation). VanderWeele (2011), and others in the same journal issue, explains 

some of the challenges to using principal stratification to isolate mediation. Similar 

analysis applies to the Analysis of Symmetrically Predicted Endogenous Subgroups 

method of Peck (2003, 2013). Questions about mediation or moderation frequently 

crop up immediately after the black box answer is known, because any intervention 

can be decomposed into constituent parts that could have quite different effects if 

combined differently. Importantly, the design of an experiment (see Chapter 2) only 
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addresses the specific research questions posed, so anticipating these questions is a 

matter of designing the research questions. If the design of the research questions 

dictates a multi-arm or similar design, presumably that is the design that researchers 

will settle on, if it is feasible. 

Factorial Design Approach 

Using factorial evaluation design to answer multiple questions, or to isolate the 

impact of components of an intervention on outcomes, provides a way to answer more 

nuanced research questions. That is, the most convincing way to estimate a mediation 

effect is to randomly assign multiple versions of assignment to treatment in such a way 

that there is random variation in take-up of different components of treatment. For 

simplicity, suppose there are only two components: benefit offset rates and counseling. 

The standard factorial design could assign, say, three types of benefit offset (e.g., 

business as usual, one-for-two above the SGA level, and no offset) and three types of 

counseling (e.g., business as usual, enhanced access to counseling, and proactive 

counseling, where the goal is that everyone gets the maximal level of counseling). This 

example can be represented then as a two-way tabulation of three rows and three 

columns that results in nine different treatment groups, one of which is business as 

usual in both dimensions (the control group). With many more levels of treatment, the 

number of groups expands exponentially, but the comparisons can remain reasonably 

simple looking at one dimension at a time. 

Analyzing the resulting experimental data, we can compute how outcome vary 

with the intensity of intervention (called the dose-response function in most literature) 

for both dimensions independently (offset independent from counseling), and in this 

case, the advantage of the factorial design is that we get two experiments for the price 

of one. That is, we don’t need to compute the required sample size to detect a policy-

relevant impact for the first dimension of treatment using only the third of the sample 

that is business as usual in the second dimension, but instead can use the larger sample. 

However, this approach maximizes the power to detect differences in one dimension 

at a time. A factorial design also allows the evaluator to detect complementarities in 

treatments. For example, perhaps counseling has a greater effect on work outcomes in 

the presence of a more generous offset. 

Policy Importance of Variation in Average Treatment Effects 

SSA’s demonstrations have focused on estimating “average treatment effects” of 

interventions, defined as the average effect of being offered a package of services or 

policies called the intervention or treatment. The prior section has proposed how 

demonstrations can be more useful at pulling apart the component pieces of an 

intervention for deliberate, rigorous evaluation. We suggest that demonstrations can 

be additionally useful by focusing on the for whom questions, as well. 
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This section discusses only the first of three main variants of the “for whom” 

question: people who take up the offer of treatment, subgroups defined by 

characteristics measured prior to assignment, and subgroups defined by characteristics 

that may be themselves affected by treatment or the offer of treatment. The second for 

whom question is addressed at length in Chapter 7 in this volume, and the third is 

fundamentally connected to the questions of mediation and moderation we discussed 

above.  

With the exception of BOND Stage 1, in SSA’s demonstrations, assignment to a 

treatment or a control group means treatment group members are offered access to the 

treatment, and control group members are offered access to whatever services are 

business as usual. Some members of the treatment group could choose not to use the 

treatment, and some members of the control group might obtain the treatment (or 

something that closely approximates the treatment), both forms of “crossover” 

between arms of the demonstration. In the presence of any crossover, an evaluation 

using assignment measures the impact of the offer of the intervention, termed the ITT 

impact. ITT evaluation designs give overall average effects that we would expect to 

see when participation in a program is voluntary.  

That is, the ITT evaluation estimates average effects of the offer of an intervention 

(such as a benefit offset or extra counseling), which is exactly the target quantity of 

policy interest when we are thinking of a new policy that offers that intervention 

broadly. But in many situations, we imagine making the intervention mandatory or 

universal, and then we would like to know the effect of the intervention itself, not the 

offer of it. 

Going beyond the ITT estimates that have been the focus of SSA demonstrations 

has the potential to provide additional useful information on the effectiveness of the 

treatment. To assess the effect of the treatment on those who would not have received 

it under the status quo, evaluators use exactly the same data to estimate what has been 

termed the TOT effect.7 

The TOT estimates, and the effect they are estimating, are of greater policy 

interest when the share of the sample taking up treatment (or the composition of that 

group) can itself be manipulated via other interventions, or when variation in treatment 

effects is thought to be tied to participation. In the first case, if there is a large TOT 

effect and a small average treatment effect, then we can increase the share of the 

sample getting the benefit of treatment via the other interventions and improve overall 

impacts. In the second case, it might be true that average treatment effects are small 

but that there is a population for whom they are large, and those individuals seek out 

the treatment. 

Ignoring the difference between TOT impacts and average impacts can produce 

incorrect conclusions when examining the evaluation in a demonstration. For example, 

 
7  Other terms used to describe this effect are the local average treatment effect (LATE), the 

complier average causal effect (CACE), or the average treatment effect on the treated 

(ATET). 
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a service used by a vanishingly small share of participants could be judged ineffective 

simply because its effect is averaged together with zeros for those not participating, 

yet it could be very effective for that small share of the sample who take it up. The gap 

between the TOT and average impact could illuminate that. 

For example, as part of the PROMISE demonstration, federal partners identified 

a set of core services that could achieve the desired results on educational attainment 

and employment, and thus required the PROMISE programs to include those services. 

Not all SSI recipients who were assigned to the treatment accessed the core services, 

and some members of the control group received the core services. Consequently, the 

PROMISE ITT analysis will likely understate the effectiveness of the core services 

that federal partners deemed important. SSA’s Project NetWork and AB 

demonstrations are other examples where either some members of the treatment group 

did not use the core services, some members of the control group obtained the core 

services, or both. As we will describe below, in those instances, the ITT estimates from 

the impact evaluation likely understate the effectiveness of the core treatment 

components. 

The Oregon Health Insurance Experiment evaluation includes a good application 

of estimating TOT (Finkelstein et al. 2012). A group of uninsured low-income adults 

in Oregon were randomly assigned to be eligible to apply for Medicaid coverage, and 

a year later they were about 25 percentage points more likely to have Medicaid, 

compared to those not randomly selected to become eligible. The study estimated the 

ITT effects and found that those selected to the Medicaid-eligible group exhibited 

statistically significantly higher health care utilization (including primary and 

preventive care, as well as hospitalizations), lower out-of-pocket medical expenditures 

and medical debt (including fewer bills sent to collection), and better self-reported 

physical and mental health than the group not selected. 

The study also estimated the causal impact of insurance among the subset of 

individuals who obtained insurance due to being randomly assigned to the Medicaid-

eligible group and who would not have obtained insurance without being randomly 

assigned. These TOT estimates were approximately four times larger than the ITT 

estimates. These estimates provide causal effects of the Oregon Medicaid program 

itself on outcomes, as opposed to the effects of the offer to obtain health insurance 

through the Oregon Medicaid program. This information is particularly useful to 

policymakers, as it provides an estimate of the impact of the Oregon Medicaid program 

on a variety of outcomes. It could be used as a basis for conducting a cost-benefit 

analysis of the Oregon Medicaid program for those participating. 

The evaluation of the Oregon experiment also provides a good example of the 

type of assessment that evaluators should conduct when developing TOT estimates. 

First, the study considers various measures of health insurance during the study period 

and describes the corresponding implications for the TOT estimate. Second, it 

provides an assessment on the additional identifying assumption that there is no effect, 

on average, on the outcomes studied of being randomly selected to access the Oregon 
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Medicaid program that does not operate via the experiment’s impact on insurance 

coverage. 

The authors identify two potential violations. First, the event of being selected to 

access the Oregon Medicaid program might have direct effects on the outcomes 

studied. Finkelstein et al. (2012) convincingly describe the reasons that this is unlikely 

to be the case for outcomes one year after selection into the study. Second, individuals 

who apply for public health insurance might also be encouraged to apply for other 

public programs for which they are eligible, such as food stamps or cash welfare. 

Therefore, the mechanism behind the effects on outcomes might be partly attributable 

to participation in these other programs and not entirely to the Oregon Medicaid 

program. The authors have access to data to assess the extent to which this might be 

the case, and their assessment indicates that it is very unlikely. The evaluators’ careful 

analysis of potential threats to the validity of the TOT estimate promotes confidence 

in the results of their evaluation. Their pre-specified analysis plan (Finkelstein et al. 

2010) uses the control group data to guide analysis except in one key respect: they 

examine the first stage to see the effect of offer on insurance status to see whether TOT 

estimates will prove useful. 

The AB demonstration is the only SSA demonstration project that develops TOT 

estimates to provide policymakers with information on the impact of the TOT 

(Weathers and Bailey 2014). Similar to the Oregon experiment, the AB project 

examined the impact of a health insurance package on a variety of health outcomes, 

and it targeted beneficiaries who did not have health insurance coverage at the time of 

random assignment. Approximately 35 percent of those in the control group reported 

that they obtained health insurance within one year of random assignment. Therefore, 

control group members were able to access health insurance similar to the health 

insurance received by the AB group and the AB Plus group. The authors of the study 

show that the ITT estimates indicate that assignment to either the AB or AB Plus 

treatment groups resulted in statistically significant improvements to self-reported 

health at one year after enrollment into the health insurance program, positive effects 

on physical and mental health measures one year after enrollment, and no statistically 

significant effects on mortality during the study period. Estimated TOT effects on the 

health and mortality measures are approximately 1.5 times larger than the estimated 

ITT effects. These larger estimates point to the impacts we would expect from 

universal coverage, rather than the offer to sign up. The effects of the offer of coverage 

are of direct interest, both in the Oregon experiment and AB demonstration, because 

Oregon wants to know how many would sign up when offered coverage and what 

improvement in average outcomes might be, and SSA has similar interests. But the 

effects of the coverage itself was of pressing national interest at the time of the Oregon 

experiment, since a national policy conversation was underway about expanding 

coverage, possibly reaching universal coverage. That is, Congress and the public 

wanted to know the effect of insurance, not the effect of an offer of insurance. 
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Presumably, the AB demonstration could also lead to a policy change that affected all 

applicant’s insurance status. 

However, a limitation of the authors’ TOT analysis is that it did not include the 

careful assessment of potential violations to the required assumptions, as was done in 

the Oregon experiment. The limitation occurred because the TOT analysis was not 

part of the original evaluation design, and the information necessary to conduct the 

supporting analysis of the necessary assumptions was not part of the data collection 

plan—which highlights the importance of including plans to estimate TOT in the 

design phase of a demonstration. 

Project NetWork is another example of where the TOT estimate could have been 

useful to policymakers. Those individuals assigned to the treatment group met 

individually with a case or referral manager who arranged for rehabilitation and 

employment services, helped clients develop an individual employment plan, and 

provided direct employment counseling services. Volunteers assigned to the control 

group could not receive services from Project NetWork but remained eligible for any 

employment assistance already available in their communities. The evaluation 

documented the rehabilitation and employment services that each of two groups 

received, as shown in Exhibit 3.1. Notably, the differences in the receipt of the 

employment services was relatively small, and the estimated impact on earnings was 

small, as well. 

Exhibit 3.1. Receipt of Education, Training, and Rehabilitation Services from the Project NetWork 

Follow-Up Survey Sample 

Service Received since Random Assignment Control Group (%)  Treatment Group (%) 

Job search assistance 14 21*** 

Business skills training 6 11*** 

Job-related training 10 12 

Other rehabilitation/training 2 1 

Life-skills training 6 6 

Occupational therapy 4 4 

College classes 10 8 

Assessment of work potential 17 27*** 

Physical therapy 23 23 

Psychological counseling 38 41 

Any service 69 75** 

Source: Kornfeld and Rupp (2000, Table 6). 

**Difference between levels for treatment and control groups is statistically significant at 5 percent level. 

***Difference between levels for treatment and control groups is statistically significant at the 10 percent 

level. 

The primary effect of Project NetWork was that it increased earnings in the first 

two years after random assignment by about $220 dollars each year. This was 

considered a small impact in the report; and it is not too surprising given that 69 

percent of the control group members were able to access services that would facilitate 
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a return to work. Using the information on the difference in rates of those who obtained 

“any service” shown in Exhibit 3.1, across those assigned to treatment and control, a 

rough approximation of the TOT would indicate a much larger effect when compared 

to the ITT estimate, about $3,666 per year (or $220/0.06) in the first two years after 

random assignment. This estimate is based on a number of assumptions, and a much 

more careful analysis would be needed to support it, and in particular to construct a 

confidence interval around the estimate. However, this is the type of information that 

is important to policymakers in that it shows that the services had a much more 

substantial effect on individuals who would not have received the services without 

Project NetWork. 

The ITT is always of interest in a demonstration, as is the rate at which groups 

receive the intervention (or receive services or are exposed to policy environments that 

are similar to the intervention). But specifying potential TOTs in the demonstration 

design report and developing a plan for estimating TOTs can increase the information 

that a demonstration produces. The information could be informative for assessing 

effects under an alternative service environment where access to the intervention’s 

services or similar services is much more difficult. It could also provide information 

on how to better target the services to reduce the costs of the program without reducing 

the benefits of the program. Finally, it could provide policymakers with the evidence 

needed to make more-informed decisions on a program or policy. For example, 

policymakers might view the value of a program differently if they understood that it 

substantially increased outcomes for a relatively small group instead of producing a 

minor impact on a relatively larger group. Consequently, TOTs have a substantial 

potential for establishing evidence that could influence decisions on implementing a 

program or policy. 

Group-specific TOTs and group-specific first-stage effects of the offer of 

treatment on take up of services would typically be of greatest use in devising whether 

targeted service offers would produce larger impacts than would a general offer. The 

first-stage effects inform us about likely costs related to increased service use in each 

group, and the TOT estimates tell us about the impacts on those who get the services 

as a result of the offer. In some cases, a policymaker might be interested only in the 

overall average impact of a policy rolled out to all individuals at once, and might 

believe take-up cannot be manipulated, in which case the TOT is irrelevant: a simple 

comparison of means captures both differential services and average impacts. But we 

assert the policymaker should be interested in TOT as well. In particular, if that same 

policymaker could learn that an overall average treatment effect close to zero were a 

blend of large positive impacts on one subgroup and large negative impacts on another, 

and that costs of the offer differed substantially across groups, then the policymaker 

should clearly value that information. 

At minimum, an evaluation associated with a demonstration should report 

estimates of the average treatment effect both unconditionally and regression-adjusted, 

where applicable, and both the ITT estimate and the most relevant TOT estimate. 
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Estimates should be paired in all cases with their standard errors including multiple 

statistically significant digits (not simply stars or a p-value, and no standard error 

should ever be reported as 0.00). Finally, the evaluators should report the estimated 

difference between the ITT and the TOT estimates, and the standard error on that 

difference (or at least the result of a test that they differ). Yet to the best of our 

knowledge, no demonstration described in this volume has met this standard. 

Designing a Cost-Benefit Analysis 

The appropriate treatment effect (or effects) to estimate in the evaluation tied to a 

demonstration depends on a specific policy question (or set of questions), but the 

treatment effect is only half the story: the costs and benefits that accrue from a 

treatment effect will determine optimal policy responses. The typical cost-benefit 

analysis counts up costs and benefits associated with impacts and computes a net 

benefit in moving from the control to the treatment condition, from a particular 

perspective. That is, we can imagine computing net benefits for treatment group 

members, for the government balance sheet, or for society at large. This last 

perspective is especially important when we consider a social insurance program, as 

those individuals who take up benefits are not the only ones who benefit from the 

existence of (or design of) the program. A final point we will return to is that the 

demonstration itself has costs and benefits, which might be estimated as part of the 

demonstration. 

Appropriate costs also include opportunity costs, such as the value of time spent 

at work or the opportunity cost of government funds expended (which for an 

evaluation of a policy or program would exclude the costs related to the demonstration 

itself). This simple point is not universally acknowledged in past SSA demonstrations; 

for example, Decker and Thornton (1995) do not compute the opportunity cost of 

government funds and assign a negative value to the non-work time of individual 

participants. The measurement of the full economic value of any difference in 

outcomes involves thorny problems in both the empirical and theoretical approaches. 

No single solution is likely to satisfy all readers. Another feature that is often 

overlooked (e.g., in the Transitional Employment Training Demonstration, AB 

demonstration, and others) in computing costs and benefits is the sampling variability 

in a demonstration. Any measure of costs or net benefits should include a confidence 

interval, which raises a different set of empirical and theoretical issues. We like to 

think of a confidence interval as arising from repeated sampling from a population, 

ideally with independent draws, but the right inference for the net benefit calculation 

when we want to understand the deep structural issues in policy is some super-

population of possible populations. That is, we should report a confidence interval as 

if we could somehow repeatedly run a demonstration on the full population. At 

minimum, we want to account for correlations of estimated differences in various costs 

and benefits when we construct the confidence interval for their sum. 
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Estimating even individual appropriate costs and benefits, by “payer” or societal 

component, is easier said than done. Comparing the sum of benefit payments and 

administrative costs across treatment and control groups during the period of the 

evaluation seems an easy first approximation to the government’s perspective on net 

benefits, but it doesn’t take account of any spillovers onto other programs, difference 

between short-term and steady-state responses, and discounting of future net benefits 

(i.e., an average over several years is not the long-term present net value). Spillovers 

onto other government programs or tax collections are one form of externality, but 

there could be many: there could be effects on participants’ extended families, or 

future generations. Even just accounting for costs to one government program, we 

need to discount costs in future years to the present, which involves difficult and even 

controversial choices that can have real consequences for policy design. 

The state of the art in such cases is to compute costs using several different 

approaches and report each, as in Gubits et al. (2018a/b). Because reasonable people 

can disagree on the premises for each approach, it is safer to report results for many 

possible approaches, from different perspectives. When estimates are reported for each 

option, for example no discounting or using two different discount rates, readers get a 

sense of the sensitivity of the result to alternative choices. Likewise, authors can 

account for the value of time out of the labor force using several different methods, 

reporting each set of estimates. 

This is also the typical solution to the thorniest problem in computing costs and 

benefits from a societal perspective, which concerns the distribution of benefits and 

costs. Because costs might be higher for some people and benefits higher for others, 

any given policy can create “winners” and “losers.” Balancing across these groups 

requires social welfare weights. Note that a strictly utilitarian approach of equal weight 

for each individual is itself a choice of weights, and reporting for several options is 

one way forward. For example, Gubits et al. (2018a/b) report different possible net 

benefit estimates for society, using equal weights or alternatively higher weights on 

beneficiaries, who have very low incomes and therefore a presumed higher marginal 

utility of money. 

Hendren (2020) provides an alternative framework for comparing costs and 

benefits of alternative interventions, dealing both with the opportunity cost of public 

funds and with the distributional weights applied to winners and losers. The Hendren 

approach uses the ex-ante marginal value of public funds (EMVPF), which relies on 

comparing to the social welfare weights that are implied by the tax schedule. This 

works well if income is an index that identifies the most important source of variation 

in social marginal utility, because we can imagine transferring value to individuals at 

different points in the income distribution with a range of treatments that includes 

novel tax policy as one option. Hendren and Sprung-Keyser (2019) estimate a modest 

EMVPF for SSDI (similar to effecting transfers via the tax code) by relying on 

estimates of effects due to marginal changes in SSDI benefit generosity (Gelber, 

Moore, and Strand 2017), SSDI administrative law judge leniency (French and Song 
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2014), SSDI medical examiner leniency (Maestas, Mullen, and Strand, 2013), and 

changes in veterans’ disability compensation (Autor et al. 2016). 

The Hendren framework is a useful way of avoiding explicit treatment of 

opportunity costs, and compares to the tax and transfer system to pin down the relative 

social marginal utility of transfers to individuals at different points in the income 

distribution. In the absence of that framework, one has to account for opportunity costs 

using an alternative approach, such as valuing the social costs of increased government 

costs using a markup related to the deadweight loss or excess burden of taxation (as is 

done in Gubits et al. 2018a/b). But this novel framework is unlikely to be a magic 

bullet for SSA demonstrations and policy for two reasons: income is not the only thing 

that matters in disability policy; and SSA takes a long view, whereas tax policy can 

change substantially over time and therefore implied social welfare weights can 

change, as well. That is, the Hendren framework also relies on many assumptions, that 

could prove too far a reach for SSA demonstrations to justify using as a single 

organizing principle in cost-benefit calculations. 

Building a variety of approaches to cost-benefit analysis into future 

demonstrations seems key to future-proofing the results. One important aspect of SSA 

demonstrations is that they should also provide the information on the government 

balance sheets needed to evaluate interventions. Government balance sheet effects are 

needed (e.g., by the Congressional Budget Office or the SSA Actuary) to evaluate 

costs of any proposed policy changes tied to specific legislatively authorized forms of 

spending. That is, even if a policy change produces a large social gain, if it draws down 

an agency’s budget, then Congress would have to appropriate funds to make up that 

shortfall. 

IDENTIFYING AND ACQUIRING THE DATA NEEDED FOR 

EVALUATION 

Evaluation plans are meaningless without the data necessary to carry out the 

evaluation. A demonstration design report must include a description of the data 

needed for evaluation purposes; and the logic model provides the overall architecture 

for the use of those data to measure inputs, outputs/activities, and outcomes. This 

section describes three sources of data used for demonstrations, and opportunities to 

improve the information drawn from each of these sources. 

Surveys have the advantage of collecting customized information that is not 

available from administrative data sources, but can suffer from low response rates, 

recall bias, or other biases inherent in survey data. SSA’s administrative data has the 

advantage of being available for all demonstration participants who can be matched to 

the data. The administrative data is not subject to recall or social desirability bias 

(though it can have other kinds of errors, for example when multiple people’s earnings 

are attributed to one Social Security number), and can provide more objective data 

than survey data. Administrative data, however, has the disadvantage of being limited 

in scope and it can become available only after a lag (e.g., tax returns might be 
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available years after income is supposed to be measured, and then might not measure 

all forms of income). Administrative data from other federal agencies have similar 

advantages to SSA’s administrative data and can fill in some of the holes in SSA’s 

administrative data, but also has the disadvantage of being limited in scope to the 

programs for which those data are collected. 

Therefore, it is important for the data collection plan to use a combination of these 

data in a manner that takes advantage of each source’s strengths and that can provide 

information on the potential for bias in survey data. 

Use of Surveys 

Surveys of demonstration participants and other respondents are often the most 

expensive part of a demonstration, so maximizing the value of this type of data source 

is a key concern for SSA. Data on a wide variety of potential moderators or mediators 

of treatment effects cannot be obtained from administrative data. The main use of 

survey data in SSA demonstrations has therefore been to collect information that is 

not available in administrative data, such as knowledge of program rules among 

demonstration participants or demographic information useful for subgroup 

definitions. For example, race and ethnicity are not reliably measured in administrative 

data (Martin 2016). Exposure to environments that cause future disability is also not 

measured by administrative data. These types of exposure could be useful in 

understanding how impacts of interventions are related to individual characteristics 

(improving targeting, if impacts are heterogeneous). They also could suggest wholly 

new kinds of interventions that reduce disability prevalence and program entry rates, 

rather than promoting work and program exit. 

It can be very helpful to build mini-experiments into survey collection as part of 

a demonstration to learn more about how best to conduct surveys. For example, 

demonstrations’ survey efforts can help inform whether it is helpful enough to send a 

letter before contacting a potential respondent to justify the extra cost and time (Vogl 

et al. 2019). Interviewer effects can bias answers or produce unacceptable variation in 

response rates (Lavrakas, Kelly, and McClain 2019), and the race and ethnicity of both 

respondents and interviewers seem especially important to examine (Holbrook, 

Johnson, and Krysan 2019). For example, suppose a hypothetical evaluation found 

that an intervention tested in a demonstration had impacts only on the understanding 

of program rules for White non-Hispanic respondents, but all the survey interviewers 

were White non-Hispanic. In this situation, we might not trust the finding, as we would 

like to know that findings are robust to the race and ethnicity of the staff conducting 

the evaluation. 

Traditionally, surveys could reach large swaths of the population (e.g., to conduct 

polls about an upcoming political election, researchers could send mail to address lists 

or randomly dial phone numbers). But response rates in random-digit dial or mail 

surveys of the general population have fallen into the single digits over the past 

decades, with survey firms struggling to achieve double-digit response rates (Kennedy 
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and Hartig 2019). SSA demonstrations regularly have 80 percent response rates, as in 

the recent PROMISE surveys (Mamun et al. 2019), but it is important to note that often 

their population is pre-selected by virtue of volunteering to participate in the 

demonstration. Soliciting the entire pool of SSDI beneficiaries or SSI recipients 

produces much smaller responses, typically in the single digits. For example, an 84 

percent response rate for a survey of BOND Stage 2 participants at the 12-month mark 

is less surprising when we consider that the frame includes only the 5 percent of 

eligible SSDI beneficiaries who already volunteered at an earlier point. In the National 

Beneficiary Survey (NBS), response rates have fallen in recent rounds relative to 

earlier rounds: 

14 percent of households contacted refused in Round 5 compared to 

12 percent in Round 4…approximately 13 percent of the sample 

members were not located at the end of data collection in Round 5, 

compared to 9 percent in Round 4 [and] contact information was 

invalid for [five of every eight] beneficiaries in the sample[; placed] 

more calls on average to complete an interview than…in the prior 

Round 4 NBS (36 percent versus 31 percent) [and saw more] 

“noncontact” status (that is, repeated attempts that end with an 

answering machine or no answer at all)—13 percent of the sample 

compared to 9 percent in Round 4. (Skidmore et al. 2017, 5) 

There are four main advantages to SSA demonstrations using surveys, and the 

first is that we can improve on the usefulness of the survey instrument for collecting 

data in the demonstration at hand. This often uses “adaptive design” where features of 

the survey can be modified on the fly, which is especially easy in web-based surveys 

(Kunz and Fuchs 2019). The second is that surveys themselves can embed 

informational “nudge” experiments that can be analyzed for years after the 

demonstration is over; that is, modules can be randomly varied across respondents to 

deliver an intervention in the form of information. The third related advantage is that 

a well-designed survey experiment can provide information relevant to treatment 

effect heterogeneity (see Chapter 7), moderation, and mediation (Tipton et al. 2019). 

The fourth advantage is that a randomized incentive can allow the demonstration to 

extrapolate evaluation findings to a larger population much more easily and plausibly.8 

Unfortunately, Office of Management and Budget approval is by no means guaranteed 

for this last feature, or for modifications to an ongoing data collection effort, and more 

work needs to be done to motivate these innovations. Furthermore, adding a nudge in 

 
8  For example, in POD, the six percent of participants who exit the survey create a real bias as 

at least a third of them are better off bypassing POD rules, meaning they are responding to 

the financial incentives to work by exiting the demonstration. If randomized incentives were 

included in the design, the precise nature of the bias due to exit could be estimated using that 

random variation in incentives to remain. 
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a survey also represents a modification to the intervention, which could change the 

interpretation of findings in the overall evaluation. 

Because surveys are expensive, often accounting for the bulk of evaluation-related 

costs of a demonstration, there is often a desire to collect data only via already 

available administrative data. However, each data source has a separate value, and the 

two together give us an extra insight into variables measured in both. 

Use of SSA Administrative Data 

SSA administrative records—collected as part of the normal administration of 

Social Security programs—are an important source of data for demonstrations. The 

data are available for all treatment and control group members, and they are not subject 

to the limitations inherent with survey data such as survey non-response, item non-

response, recall error, or other forms of systematic measurement error. 

In the past, access to these data required an SSA employee to request the data 

through a “finder” process that would be conducted by another authorized SSA 

employee. The finder process uses a file that contains unique personal identifiers to 

extract data from an SSA administrative data file. SSA’s demonstrations usually 

require data from several SSA administrative data files. The primary sources are the 

Master Beneficiary Record for information on SSDI beneficiaries, the Supplemental 

Security Record for information on SSI recipients, the Master Earnings File (MEF) for 

information on earnings and other income (Olsen and Hudson 2009), the 831 file on 

applications and determinations, the Waterfall file on continuing disability reviews, 

and the Numident on birth, emigration, and death dates (and legal status at entry into 

the United States). A separate finder process is required to obtain data on a 

demonstration’s participants from each of SSA’s administrative data files. The 

evaluation team then needs to merge these files and convert the administrative files to 

data files that are suitable for research and evaluation purposes. This process can be 

very cumbersome, as illustrated in the documentation describing the construction of 

the files originally developed for the evaluation of the Ticket to Work program 

(SSA/ORDP/ORDES 2020). 

Though rare, there have been instances where the finder process produced a file 

that was either incomplete or contained errors. In such instances another request must 

be submitted and executed. Thus, although the finder process is useful, it has 

limitations and there is room for speed and accuracy improvements. 

To overcome many of the limitations involved with the finder process, and to 

make the data more accessible for research and evaluation purposes, SSA invested in 

the development of the Disability Analysis File (DAF). The DAF is a set of files 

containing SSA administrative data on federal disability beneficiaries, culled from 

a variety of SSA sources commonly used in program evaluation and research. The 

DAF includes longitudinal data on program participation, employment activity, and 

benefits for adults who have received SSDI payments and children and adults who 

have received SSI benefits in any month since 1996. The DAF also includes detailed 
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documentation on the data, which is organized in a way that is relatively easier to 

use than data produced from the finder process. Consequently, the DAF is an 

important resource to the research and evaluation community. 

Though the DAF is an advancement over the finder process, a drawback of the 

DAF is that it is developed once per year. As of November 2020, the DAF18 files 

are available to researchers, covering data through calendar year 2018. Another 

drawback of the DAF is that though it contains a vast amount of data, there can be 

instances where the data needed for an evaluation might not exist in the DAF. For 

example, SSA administrative data on whether the individual is identified as 

homeless are not available in the DAF, so the DAF was not a sufficient data source 

for the evaluation of the Homeless with Schizophrenia Presumptive Disability Pilot 

(Bailey, Goetz Engler, and Hemmeter 2016). 

One potential opportunity to improve the timeliness of obtaining data for 

research and evaluation purposes is to leverage the data and computing capabilities 

within SSA’s Enterprise Data Warehouse (EDW) to update the DAF more regularly 

(e.g., monthly). The EDW contains data not currently in the DAF, such as the 

information needed to identify disability applicants who are documented as homeless 

at the time of application for disability benefits. For SSA’s demonstrations, the 

integration of the DAF into the EDW has the potential to provide policymakers with 

more timely information on key findings from the demonstration evaluations. 

Uses of Administrative Data from Other Government Sources 

Another opportunity to improve the information that demonstrations produce is 

to make greater use of administrative data from other government sources, including 

other federal agencies and state sources. Indeed, this is a goal of the Foundations for 

Evidence-Based Policymaking Act of 2018 (Hahn 2019). Additional federal sources 

include health services data from the Centers for Medicare and Medicaid Services 

(CMS) and data on earnings from the Office of Child Support Enforcement or the 

Internal Revenue Service (IRS).  

SSA’s demonstrations have used a variety of these data in past demonstrations. 

The State Partnership Initiative (SPI) demonstration used state Unemployment 

Insurance (UI) data and SSI administrative data for one site (New York). The Benefits 

Entitlement Services Team (BEST) used data from the Veterans Benefits 

Administration on Veteran’s Disability Compensation claims. All the demonstrations 

reviewed aside from the MHTS used both administrative and survey sources of 

earnings data (MHTS did not collect administrative data on earnings and employment, 

but collected monthly data from surveys). However, the demonstrations have not used 

these rich data as effectively as one might expect. In particular, each data source has 

very different sources of error, and having both survey and administrative data 

available offers the evaluation the opportunity to improve on estimates using either 

one or the other. Instead, each SSA demonstration reviewed reports separate estimates 
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for separate data sources instead of matching like concepts in disparate data to better 

measure the underlying concepts, for example employment, income, or health. 

Centers for Medicare and Medicaid Services. CMS data on Medicare and 

Medicaid is important for demonstrations where a potential outcome is a reduction in 

long-term medical care expenditures. For example, the AB demonstration logic model 

identified reducing reliance on Medicare and Medicaid as an ultimate outcome of the 

AB health insurance package (Weathers et al. 2010). Similarly, the MHTS and SED 

could reduce reliance on Medicare and Medicaid (Frey et al. 2011). 

Unfortunately, challenges with establishing an agreement between SSA and CMS 

have prevented use of that data for research and evaluation purposes. The provisions 

within the Evidence Act could provide both agencies with incentives to engage in a 

data sharing agreement that would strengthen the evidence on how the earlier 

provision of health services might reduce reliance on these programs. However, the 

Evidence Act did not provide any new authorities or funding, and it did not address 

issues related to routine uses and the various privacy laws that hinder the use of data. 

Data that are routinely shared across government agencies for operational purposes, 

such as checking ongoing eligibility for programs, is sometimes specifically prohibited 

from use in research, even though the potential harms are often much lower in research 

use than in operational use. 

Office of Child Support Enforcement. Another useful administrative data 

source is data from National Directory of New Hires, which is a national database of 

wage and employment information that consists of three files: new hires, quarterly 

wages, and UI. The new hires file contains information on all newly hired employees, 

including the date of hire. The quarterly wage file contains quarterly wage information 

on individual employees that is submitted by state workforce agencies or federal 

agency records. It contains a separate record for each job. The UI file contains UI 

information on individuals who received or applied for unemployment benefits, as 

reported by state workforce agencies. The states only submit claimant information that 

is already contained in the records of the state agency administering the UI program. 

These three files provide more detailed information on employment than what is 

available in SSA’s MEF, which has annual data on earnings. Therefore, their 

information would provide a more detailed picture of work behavior during the course 

of the year than is available from SSA. 

Internal Revenue Service. A third source of data that would be useful is data 

from federal tax returns, including 1040 forms and information returns, which have 

been used by others to develop family income measures (Chetty et al. 2017). Tax 

returns contain a wealth of information, including on college attendance (via 1098-T 

forms), non-wage sources of income such as interest and dividends, and moonlighting 

or other kinds of self-employment income (via 1099 forms). A panel of tax returns can 

provide information over long stretches of time on family formation or dissolution and 

migration across states, without the need to follow respondents to new addresses and 

survey them. The data have the potential to be particularly useful for the PROMISE 
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demonstration, where the conceptual framework specifies higher family income and 

economic well-being as key long-term outcomes (Fraker, Carter, et al. 2014). 

Given the potential limitations of using survey data to measure employment and 

earnings, it seems likely that surveys might not be an ideal source for measuring family 

income. However, there are some forms of income not captured in administrative data, 

such as moonlighting or unreported self-employment income, so pairing both a survey 

and administrative data source is frequently the most desirable option (if also the most 

expensive option). This is the approach taken by most of the SSA demonstrations 

reviewed in this volume, including BOND, which reports “no meaningful effects on 

survey-measured outcomes” constructed from Stage 1 and Stage 2 survey data in the 

final report, and refers readers to supplementary reports for estimated impacts; “results 

are presented in Hoffman et al. (2017), Gubits et al. (2017), and Geyer et al. (2018)” 

per Gubits et al. (2018a, 63).  

None of the demonstrations we reviewed exploit the multiple sources of data 

available to explore the nature of measurement error in the different sources of data. 

For example, a survey measure of health might use a short form designed to measure 

underlying health outcomes and report that the short form has been validated, and then 

report impacts on mortality, but never compare the two measures of health. BOND 

used the 36-month follow-up survey in Stage 1 for several measures of health and 

reported that “estimated impacts on these measures vary in sign and are generally of 

negligible size and statistically insignificant” (Gubits et al. 2018a) and then reported 

mortality differentials in the report’s Appendix F (see Gubits et al. 2018b). 

Using a principled framework such as that proposed by Kapteyn and Ypma (2007) 

can substantially improve over reporting separate estimates for outcomes based on 

survey and administrative data sources. Understanding the discrete properties of 

different data source is also crucial to using these various sources. For example, 

finding large impacts in survey measures of earnings but not administrative reports 

suggest third-party reported income responds less than unreported income, but larger 

impacts in administrative data could suggest some reclassification of income. 

Objective and subjective measures of health may respond quite differently, and the 

interpretation of any difference is not straightforward. But when net earnings and 

employment are key outcome measures, as they have been in every SSA 

demonstration we reviewed, using a principled measurement error framework can only 

add value to the evaluation of a demonstration’s findings. 

EXPANDING THE DISSEMINATION OF FINDINGS TO STAKEHOLDERS  

A well-executed dissemination strategy is an important ingredient for a successful 

demonstration, as a successful demonstration is one that generates information that is 

used to inform policy. A missed opportunity exists when results from a demonstration 

project are described in a report that does not reach key stakeholders. When this 

occurs, the return on the substantial investment in the demonstration is suboptimal. 

Although publishing findings in academic journals can increase the credibility and 
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visibility of project findings, it generally is not a sufficient means of reaching key 

stakeholders. In this section we describe strategies to communicate demonstration 

findings to policymakers and stakeholders to position those findings for use. 

Engage Stakeholders Early and Often 

A useful starting point is to engage stakeholders beginning with the development 

of a demonstration and continuing throughout implementation of the project. 

Stakeholders can have unique insights into the information needed from a 

demonstration, and incorporating their input into an evaluation plan will help ensure 

that the demonstration addresses their needs. 

The initial development of BOND provides a good example of engaging a broad 

group of stakeholders in the development of the demonstration. The demonstration 

was required as part of the Ticket Act, and SSA sought the advice of the Ticket to 

Work and Work Incentives Advisory Panel in the early stages of development. The 

panel represented a cross section of experience and expert knowledge as recipients, 

providers, veterans, employers, and employees in the fields of employment services, 

Vocational Rehabilitation, and other disability-related support services. The panel 

developed an advice report on the demonstration based on relevant documents and 

testimony, including several SSA reports considering SSA’s draft evaluation plan for 

the $1 for $2 offset program. The panel also obtained information by conducting an 

Experts Roundtable (Washington, DC, November 16, 2001) and from public 

comments made before and after the roundtable. The panel’s final advice report (US 

Ticket to Work and Work Incentives Advisory Panel 2002) included eight 

recommendations, and SSA incorporated almost all of them in the BOND’s design. 

The report was also sent to members of Congress. 

This strategy for developing BOND was important for several reasons. First and 

foremost, it strengthened the design of the demonstration and its evaluation plan. For 

example, the panel recommended deferring the evaluation of induced entry into the 

program, and recommended focusing the demonstration on current beneficiaries. The 

panel also recommended the use of the following employment supports to be in effect 

for both the treatment and control groups throughout the duration of the demonstration: 

• Access to local community-based benefits planning services (or their 

reasonable equivalent); 

• Access to local community-based protection and advocacy services (or their 

reasonable equivalent); 

• Access to responsive local work incentives specialists (or their reasonable 

equivalent) within SSA; and 

• Access to ongoing, understandable information on the treatment and its 

interaction with other programs and services administered by SSA. 

Second, the panel’s strategy for obtaining information from a broad array of 

stakeholders proved to be effective in raising awareness about the demonstration. 
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Third, by considering and incorporating the panel’s recommendations into BOND, 

SSA demonstrated a commitment to incorporating a diversity of views into the 

development of the demonstration. Finally, the strategy helped develop the momentum 

behind the demonstration to move it into the implementation phase. Unfortunately, the 

planning process for BOND stretched out to nearly a decade, and while that time was 

well spent, policymakers outside of SSA became impatient for results, and have 

restricted SSA’s planning time in some recent demonstrations. 

SSA has led other positive developments in planning, which could serve as 

models for other government agencies planning demonstrations. For several recently 

proposed demonstrations, SSA has convened technical expert panels (TEPs) that 

provided SSA with information necessary to define the scope of a demonstration and 

to develop an evaluation strategy. As one example, SSA used a TEP to help define 

demonstrations related to post-entitlement earnings simplification and shape the future 

Exits from Disability Demonstration (Gubits et al. 2019). The various TEPs included 

members from academic research institutions; federal government agencies outside of 

SSA; private non-profit policy advocacy and analysis organizations or non-profit 

service providers; private businesses; and independent consultants. The panels have 

assisted SSA with developing research questions, intervention specifications, 

implementation strategies, and evaluation designs to ensure that demonstrations 

generate the evidence SSA needs to inform policy decisions. 

The TEPs provide SSA with objective review of potential demonstrations and 

independent recommendations regarding what SSA might study. Though the Post-

Entitlement Earnings Simplification Demonstration TEP’s activities were more 

limited in scope compared to the work of the BOND panel, the TEP report provides 

SSA with a strong foundation for the development of the demonstration. SSA also 

convened a TEP for the PROMISE demonstration and the Work Incentives 

Simplification Pilot, and it internally put together a TEP for both SED and POD. These 

TEP findings represent a middle ground between implementing a demonstration 

without external guidance and feedback, and the decade-long planning period involved 

in BOND. It seems unlikely that any new demonstration would be allowed to explore 

options for a decade, given the criticism of BOND’s slow startup. The foreshortened 

preparations for POD and the Retaining Employment and Talent After Injury/Illness 

Network demonstration necessitated by the authorizing legislation might reflect the 

pendulum’s swing toward hasty implementation. A deliberative TEP offers a useful 

compromise, and demonstrations mandated by Congress should allow for a 

deliberative planning process to improve the demonstrations’ usefulness. 

Importance of Disseminating Interim Results Early 

The final evaluation for a demonstration often occurs several years after its initial 

implementation because participants need time to respond to the intervention, 

evaluators need time to collect the data necessary for a final evaluation, and then 

evaluators need time to process the data and draft a final report. Stakeholders have 
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expressed frustration at how long it takes to initiate demonstrations and obtain findings 

from them. 

One opportunity to improve the value of a demonstration project to stakeholders 

is to disseminate key findings before the completion of a final report. SSA has done 

this to some extent with interim reports produced for the PROMISE demonstration 

and BOND, but there are opportunities to disseminate key findings in a more 

accessible and timely way. This could be done by developing and disseminating a 

series of two- to three-page briefs throughout the course of a demonstration to 

highlight key findings to date, in particular for inputs and outputs, before impact 

estimates are available. These briefs could be disseminated by SSA on its website, sent 

via email to stakeholders, and highlighted on SSA’s social media outlets. Such briefs 

would not be a substitute for a thorough evaluation report, but would provide 

stakeholders with more timely information on results of interest and keep them 

engaged in the demonstration’s activities. 

The Office of Evaluation Sciences (OES) within the General Services 

Administration provides a good illustration of this approach. In addition to developing 

detailed evaluation reports, OES produces two-page “abstracts” that describe the 

evaluation and its key findings. A good example is an abstract of work OES conducted 

with SSA to encourage SSI recipients to self-report wage changes (GSA/OES 2019c). 

OES disseminates these abstracts on its website and highlights them in its social media 

blog. The abstracts provide stakeholders with the clear and concise information they 

need to make decisions. Abstracts can be completed prior to the release of the more 

detailed evaluation reports. The OES model could work for SSA, with the FLM 

approach to report on participation inputs and early contrasts in outputs. In some cases, 

proximal outcomes and impact estimates also could be promulgated to build interest 

in the demonstration’s eventual findings. 

Very few people read detailed technical reports, and fewer still read academic 

papers. For example, the World Bank spends a large fraction of its budget on 

knowledge diffusion, but “more than 31 percent of [World Bank] policy reports are 

never downloaded,” and nearly 9 in 10 policy reports were never cited (Doemeland 

and Trevino 2014). More broadly, nearly 6 in 10 academic articles are never cited 

more than once, and 44 percent are never cited (van Noorden, Maher, and Nuzzo 

2014). Of course, citation is only one measure of influence, and many might read a 

report but never cite it. Nevertheless, these statistics indicate that reports designed to 

be downloaded are often never downloaded. 

It could be that alternative mechanisms for distributing findings would be more 

effective, but research on this is scant. Regarding public health research “social media 

dissemination is significantly positively associated with more downloads and eventual 

citations” but “it is unclear whether tweeting science influences, or is merely 

correlated with, citations” (Brownson et al. 2018). It could prove useful in a future 

multisite evaluation to randomize strategies for disseminating findings from each site 

in order to learn more about which actually get the word out. SSA’s Office of 
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Communications could test alternative communication strategies to learn which 

achieves the greatest reach. Doing so would add value to future demonstrations. 

BROADENING THE USE OF DATA FROM THE DEMONSTRATIONS TO 

INFORM PROGRAM AND POLICY DEVELOPMENT  

The information that demonstrations produce should not languish in a final 

evaluation report. There are several opportunities to make use of data from a project 

to build a stronger evidence base for policymakers to use when deciding whether to 

implement a new policy or program. In this section we describe three: (1) using 

qualitative findings to improve on theoretical models; (2) making data available for 

additional analyses; and (3) conducting meta-analyses to learn more from past 

demonstrations. 

The findings of interest in a demonstration are not only distal impacts or changes 

in outcomes, though often readers take away only one top-line finding on a final 

outcome. As discussed in Chapter 9, enrollment rates, for example, can indicate the 

level of interest and the response to an intervention should it become national policy. 

Similarly, contrasts in service use between treatment arms can indicate the likely reach 

of a future national policy relative to current law. That is, say an intervention includes 

a service used by half of the treatment group members, who then stop using a very 

similar service used by most of the control group. That finding implies the intervention 

might produce a change in the type of service used but no change in amount of 

services; a national policy implementing that same intervention might simply be 

reassigning the responsibility for service delivery. 

These findings are all useful in measuring the steady-state effects of an actual 

policy change. But as we highlighted above, using a logic model, the analyst can learn 

more than just how one policy versus another compares. In particular, the theoretical 

model used to build the logic model could prove incomplete in light of the findings, if 

high-quality inputs fail to lead to outputs, or high-fidelity outputs fail to yield 

hypothesized impacts. Using qualitative data to understand the results or reanalyzing 

the data together with other sources can lead the analyst to a richer causal model that 

makes better sense of the results. We discuss those strategies for building the evidence 

base below. 

Use of Qualitative Findings 

There is no easy way to validate a complete causal or theoretical model; a 

demonstration typically focuses on one possible cause and a small number of effects. 

To contextualize these findings, and to interpret where additional factors or unmodeled 

effects could be added to the model, qualitative data play an invaluable role. In 

particular, understanding the mechanisms by which an intervention produces an effect 

often comes from the story about why individuals react in a certain way that has no 

analog in the quantitative data. These stories might even appear in the text as narrative 
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interpretation of the impacts. Regardless, the exposition about mechanisms becomes 

much more plausible when based on interviews with participants who relate their 

actual perceptions and reasons for their reactions. 

Many of the demonstrations SSA has conducted have included qualitative 

findings, based on focus groups, case studies, and detailed qualitative interviews. But 

these findings are not typically presented in the final report for a demonstration. For 

example, BOND included case studies and detailed interviews with participants but 

these do not appear in Gubits et al. (2018a/b), though those findings may inform some 

interpretations in the final report.  

In general, quantitative findings are the sole focus in the final report. For example, 

Geyer et al. (2018, 60) reported that participants’ “self-reported understanding of the 

benefit offset rules seems to have been influenced by their perceived need to 

understand them, their use of the offset, and related exposure to information.” The 

BOND final report references such findings only obliquely, for example when 

discussing the low rates of correct understanding of program rules and the hypothesis 

that “one interpretation of these findings might be that most beneficiaries have no 

interest in working and thus pay little attention to how benefits would change with 

earnings” (Gubits et al. 2018a, 28). However, the BOND final report explicitly rejects 

that interpretation and privileges the quantitative data from the surveys: “we find no 

such evidence of differential understanding in Stage 1. In addition, Stage 2 treatment 

subjects who were working at baseline were not more likely to correctly understand 

the offset rules.” 

Similarly, Leiter, Wood, and Bell (1997) provide five anonymized narratives of 

participants’ experiences in Project NetWork that provide a wide array of stories about 

the relative successes or failures of the interventions in that demonstration. The final 

report (Kornfeld et al. 1999) does not refer to that publication on the process results of 

the demonstration, nor its anonymized narratives, except as a citation in a footnote. 

However, the final report does draw heavily from the quantitative survey reports and 

various other prior analyses on services delivered. The narratives in the process report 

reinforce its conclusions that “substantial delays were encountered in obtaining 

diagnostic assessments” and that delays pushed back “provision of rehabilitation 

services” (Leiter, Wood, and Bell 1997, 47). For example, client profile 1 describes a 

client turned away by her state Vocational Rehabilitation agency but then connected 

to private sector agencies by Project NetWork and connecting to employment twice 

before a non-attorney representative advised her to exit the labor force and end her 

participation in Project NetWork. Client profile 2 describes a client turned away by 

her state Vocational Rehabilitation agency but getting help from a private vendor via 

Project NetWork.  

To the extent that individual stories reflect the broader patterns measured in an 

impact evaluation, it would be valuable to include these stories in the final reports on 

a demonstration, to add a human element to the comparison of mean outcomes. 

Generally, though, our review of past SSA demonstrations indicates that qualitative 



38 Weathers and Nichols 

 

 

findings that appear in the intermediate or process reports do not appear explicitly in 

the final report. Instead, the patterns seen in qualitative findings earlier in a 

demonstration may inform the hypotheses about mechanisms and interpretation of 

findings that appear in the discussion sections of these reports. 

Use of Data for Reanalysis and Longer-Term Outcomes 

Pure replication of findings from a demonstration, “scientific replication” 

(meaning analysis using a different sample, a different population, or a somewhat 

different method), and additional analysis all add credibility to those findings and their 

contribution to the evidence base (Hammermesh 2007). Making a demonstration’s 

data available to researchers and supporting their additional analysis is also important. 

A challenge for SSA’s demonstrations is that their data are often restricted due to 

privacy laws, and the costs related to accessing and re-using the data have limited the 

number of pure replications and scientific replications conducted. Efforts to reduce 

those barriers to the data, as well as providing financial support to researchers to re-

use them, could result in improvements to evidence-based policymaking. 

Overcoming Data Barriers 

One recent effort to reduce the costs to access the data is the inclusion in the 

DAF18 of additional demonstration information. The DAF18 includes a 

demonstrations and surveys extract that includes data on which SSDI beneficiaries and 

SSI recipients participated in one or more of the following SSA demonstrations and 

surveys: 

• Accelerated Benefits (AB) demonstration; 

• Benefits Entitlement Services Team (BEST) demonstration; 

• Benefit Offset National Demonstration (BOND); 

• Benefit Offset Pilot Demonstration (BOPD); 

• Homeless Outreach Projects and Evaluation (HOPE) demonstration; 

• Mental Health Treatment Study (MHTS); 

• National Survey of SSI Children and Families (NSCF); 

• Promoting Opportunity Demonstration (POD); 

• Promoting Readiness of Minors in SSI (PROMISE) demonstration; 

• Supported Employment Demonstration (SED); and 

• Youth Transition Demonstration (YTD). 

DAF18 also offers an NBS extract. 

Though use of these DAF data is restricted to projects that meet the privacy and 

disclosure restrictions as disclosed to the participants in these data collections, the 

inclusion of the demonstrations and surveys extract in the DAF18 can reduce the data 

costs for replication and additional analysis.  
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Providing Financial Support 

Another development is financial support for additional analysis of the 

demonstration projects through the Retirement and Disability Research Consortium, 

and through the Retirement Research Consortium and the Disability Research 

Consortium before that. The Retirement and Disability Research Consortium is an 

interdisciplinary extramural research program funded by the SSA through cooperative 

agreements with centers at Boston College, the National Bureau of Economic 

Research, the University of Michigan, and the University of Wisconsin. The 

solicitation for grant proposals encourages research employing a variety of approaches 

(e.g., descriptive and causal studies, simulations, etc.), using innovative methods, and 

drawing from new data sources (e.g., Occupational Requirements Survey data, data 

collected for demonstrations, etc.). 

In addition to grant support, an opportunity to further reduce the costs of 

additional analysis of demonstration data is for SSA to develop new privacy and 

disclosure restrictions that make data from future demonstrations accessible for 

research purposes—of course, while ensuring the privacy of project participants. 

Indeed, this idea is reflected in the Commission on Evidence-Based Policymaking’s 

final report (CEP 2017), as well as in provisions of the Foundations for Evidence-

Based Policymaking Act of 2018 itself. Striking the right balance between access and 

privacy is a challenge, but if that balance can be found, then there is great potential to 

increase the return on investment from SSA’s demonstrations. A useful step would be 

to re-examine the privacy and disclosure restrictions in prior demonstrations to 

identify potential changes toward improving access to data for research and reanalysis 

purposes. SSA has been engaged in this for years, but modifying systems of records is 

a very time-consuming process at best. 

Synthesis of Findings across Demonstrations 

Synthesizing findings across demonstrations can identify insights into program 

recruitment, enrollment, retention, efficacy, and effectiveness. The current volume 

tackles this challenge for recent SSA demonstrations related to disability policy. This 

effort should be ongoing, as new demonstrations add to the evidence base. These 

cross-demonstration insights can be useful for designing future demonstrations, 

implementing new programs, or informing an existing program or policy. 

The process of recruiting and enrolling the target population into a demonstration 

project has proven to be challenging for some demonstrations. Ruiz-Quintanilla et al. 

(2006) summarized findings from the recruitment and enrollment process, as does 

Chapter 9. Notably, information is limited on the recruitment process for the 

demonstrations covered, as described in Chapter 9, despite the need for this type of 

information for planning future demonstrations. Ruiz-Quintanilla et al. report two key 

findings. First, the demonstration projects that target SSDI applicants instead of SSDI 

beneficiaries have relatively higher participation rates (between 14 percent and 22 
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percent, compared to around 5 percent for beneficiaries). Second, the strongest 

predictor of program participation is recent or current work experience. Chapter 9 

indicates that these patterns continue to hold, though some subgroups may exceed our 

expectations based on average performance. 

Finally, a broad assessment of the impacts across all of the demonstrations could 

identify opportunities to better target investments in future demonstrations. The 

assessment need not be limited to SSA, as other entities conduct demonstrations aimed 

at improving the employment and economic well-being of individuals with 

disabilities. For example, the US Department of Labor’s Clearinghouse for Labor 

Evaluation and Research (known as CLEAR) identifies and summarizes many types 

of research, including descriptive statistical studies and outcome analyses, 

implementation studies, and causal impact studies. The Pathways to Work Evidence 

Clearinghouse and the related Employment Strategies for Low-Income Adults 

Evidence Review include a wide range of research assessing the effectiveness of the 

interventions reviewed. Commonly, a clearinghouse can provide a large set of 

individual studies without aggregating them appropriately to draw out their lessons.  

With detailed information on implementation and service delivery in multiple 

sites and multiple demonstrations, it is tempting to look across a set of experiments to 

detect a pattern of where impacts are larger, then tell a story for why the impacts are 

larger in some situations and not others. To do so methodically, meta-analysis and 

meta-regression approaches hold promise. The fundamental idea of the meta-

regression is that we have similar data on intervention impacts, and they vary 

systematically with features of the interventions that generate those impact estimates. 

When we combine all of the results in one regression, without picking and choosing 

any to support a story, we have adopted an approach that limits cherry-picking. 

Further, by weighting estimates according to their precision, we can get the most 

possible statistical power to answer the policy questions of interest. 

SUMMARIZING THE LESSONS LEARNED ABOUT THE USE OF 

DEMONSTRATIONS 

To date, SSA’s demonstrations have mainly relied on rigorous, experimental 

evaluations that can answer causal questions convincingly. But those answers are 

valuable only if they yield actionable knowledge to inform policy and practice, even 

if that action is to not change the program in a direction hypothesized incorrectly to 

improve outcomes. This latter point is related to a key function of the Council of 

Economic Advisers (CEA) whose “analysis does have one important benefit, which is 

that it can help kill ideas that are completely logically inconsistent or wildly at variance 

with the data. This insight covers at least 90 percent of proposed economic policies” 

(Ben Bernanke, quoted in CEA [2016, 309]). Our read of the evidence in this volume 

is that employment services that include real-world work experiences have proven 

valuable in some past demonstrations and are being tried out in new populations in 

future demonstrations as a result, whereas benefit offsets have not produced the 
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desired effects, yet will be tested over and over again. That is, demonstrations have 

suggested productive activities to test anew, but have not killed off ideas whose time 

has come and gone. 

We suggested earlier that past relevant demonstrations themselves might be 

subjected to a cost-benefit analysis before launching a new demonstration. To frame 

this cost-benefit analysis, we need to think broadly about the general goals of 

demonstrations ex ante, their added value, and how we might judge them ex post. 

Undertaking a new demonstration incurs substantial opportunity costs, and not just 

those related to government funds. We’d like to know that the benefit justifies the total 

cost. If a positive finding leads to the expansion of a policy, but a negative or null 

finding does not inform policy, then we should worry about the value of information 

or defects in the use of demonstrations. 

A demonstration should address a specific policy-relevant question and generate 

answers that are useful for situations not yet observed. The data must also be sufficient 

to answer the question, and the findings communicated to be broadly understood. But 

broadly understood answers to policy-relevant questions are valuable only insofar as 

policymakers can use that evidence to formulate policy or program administrators can 

use that evidence to design and operate better interventions. This value is enhanced 

when demonstrations continue to produce evidence, which can happen when their data 

are combined with new data sources or reanalyzed in light of new developments. 

The SSA has invested in planning and conducting major demonstrations. This 

volume is one of the first attempts to synthesize the lessons across demonstrations. 

Ongoing work should continue to situate new findings in this broader field of findings, 

and each new demonstration should be judged by how much actionable information it 

produces relative to the field of existing findings. This is a broader view of the value 

of a particular demonstration and does not relate to how we judge a contractor who 

faithfully executes a contracted demonstration with high quality. The ultimate value 

of a demonstration also rests on the value of the question being addressed and how the 

findings are used—a perfectly executed demonstration can still be a waste of time. 

To facilitate understanding, a meta-analysis can be part of new demonstrations, 

as relevant, and the value of the information gleaned can be judged by the policy 

relevance of any shift in priors. An ex ante justification of a future demonstration can 

be based on a simulation of just such a meta-analysis, and a connection from possible 

estimates to policy actions implied by different true parameter ranges. Doing this 

would both clarify the goals of the demonstrations and make explicit the commitment 

of policymakers to use the information generated by them. 

The clear first task of a demonstration is to answer the central research questions 

posed. But an additional important use for the results of demonstrations is to refine our 

theoretical understanding of causal relationships across interventions and individual 

behaviors. Understanding the role played by labor market features that are not under 

policymakers’ control is important to interpreting findings. It argues both for 

replication at different times or under different conditions and for collecting qualitative 



42 Weathers and Nichols 

 

 

data that can motivate changes to the model. Our understanding of the strength of an 

effect could be interpreted quite differently if the effect is direct or if it is mediated 

entirely by another, much lower cost process. Alternatively, our understanding could 

be radically altered if the effect is large in the presence of some moderator, but 

nonexistent otherwise (or appears with the opposite sign). 

The typical demonstration that tests one package of services versus a business-as-

usual condition cannot address many crucial questions related to mediation or external 

validity of the findings, but a meta-analysis that incorporates planned variation across 

demonstrations of the right type can. Employing a cost-benefit lens not only for the 

intervention being tested but for the demonstration itself can point us to learning more. 

This process to learn more would first use past demonstrations to discover more than 

what appears in existing publications. Then it would design a next generation of 

demonstrations that illuminate the areas where we still find ourselves in the dark. 

The best way forward maps answers to policy changes that are feasible and could 

produce large gains in well-being. Good use of demonstrations would maximize the 

expected return to a demonstration by generating evidence that changes policy to 

improve people’s lives or prevents policy changes that would alter people’s lives for 

the worse. That means making sure not just that the demonstration can produce an 

answer to the right policy question, but that the results can be used to design better 

policy. 
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Chapter 3 

Comment 

Jonah B. Gelbach 

University of California, Berkeley 

This chapter provides a wide-ranging assessment of how to make the most out of 

the Social Security Administration’s (SSA) demonstrations. I found the chapter both 

comprehensive and insightful.  

I focus my comments on one observation of Weathers and Nichols: “that past 

relevant demonstrations themselves might be subjected to a cost-benefit analysis 

before launching a new demonstration.” They suggest such an analysis requires 

thinking “broadly about the general goals of demonstrations ex ante, their added value, 

and how we might judge them ex post.” As Weathers and Nichols emphasize: 

“Undertaking a new demonstration incurs substantial opportunity costs, and not just 

those related to government funds. We’d like to know that the benefit justifies the total 

cost.” 

A good example is the chapter’s discussion of program parameters’ impact on the 

composition of program participants and applicants, i.e., entry effects. Weathers and 

Nichols discuss SSA’s consideration of whether such effects could be productively 

studied for Social Security Disability Insurance (SSDI) using a traditional randomized 

control trial (RCT). Such a demonstration must target initial nonparticipants, so SSA 

“would need to target a sample from the US population” as a whole. Reaching such a 

sample via a traditional demonstration would be expensive given the low population-

level SSDI participation rate. An expert review suggested that a reasonable probability 

of detecting effects of interesting magnitudes would require something like nine 

million participants. Weathers and Nichols describe additional challenges the expert 

review raised; and in the BOND demonstration, SSA ultimately chose to focus on 

questions related to the reform’s effects on current participants. 

This discussion connects to a long-standing area of controversy among scholars 

studying causal effects of social programs: How much can we learn from RCTs, and 

should we concentrate our evaluation resources in that domain?  

Larger-scale RCT social demonstrations have a long history, including the 

Negative Income Tax experiments of the 1970s and the Health Insurance Experiment 

of the 1970s and 1980s. When state-level welfare reforms were all the rage of the 

1990s, numerous RCT demonstrations occurred. 

The general argument for RCTs is familiar: They are supposed to balance 

differences in treatment and control groups, so that researchers and policymakers may 

be confident observed outcome differences are due to an intervention’s causal effects 

rather than differences in confounders. For this reason, smaller-scale field RCTs have 

become more popular in recent years—especially in the area of development 

economics, for which economists Abhijit Banerjee, Esther Duflo, and Michael Kremer 
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won the 2019 Sveriges Riksbank Prize in Economic Sciences in Memory of Alfred 

Nobel. Explaining its choice of topic area, the prize committee wrote that “the best 

way to draw precise conclusions about the true path from causes to effects is often to 

conduct a randomized control field trial” (Committee 2019, 5).  

One frequently hears the term “gold standard” metaphorically applied to RCTs—

and what could be better than gold! But there is a serious case that the actual gold 

standard contributed importantly to the scope of the Great Depression.9 This is a 

rhetorical point to be sure, but it’s a good reminder that apparently unassailable things 

can have their flaws. And the case against RCTs isn’t just rhetorical. Nobel laureate in 

economics Angus Deaton and philosopher of science Nancy Cartwright wrote in a 

2018 paper that “any special status for RCTs is unwarranted” (2). The good statistical 

properties of RCTs hold only on average, rather than in any particular RCT. And RCTs 

suffer precision-related issues, which help explain why estimating SSDI entry effects 

would have required so many participants. Another issue is treatment effect 

heterogeneity: some people will respond more than others, or even in the opposite 

direction, when facing changed policy parameters.10 

The limits of RCTs related to treatment effect heterogeneity is a subject that has 

long been discussed in economics. Another Nobel laureate, James Heckman, pointed 

out in a 1995 paper with Jeffrey Smith that RCTs “do not identify the distribution of 

program gains unless additional assumptions are maintained.” That is important 

because distributional considerations often are quite important to policymakers. To be 

sure, the fact that RCTs have their limits in the presence of heterogeneous effects 

doesn’t mean distributional knowledge is out of reach. But it does mean some 

circumspection and careful attention to underlying theoretical considerations are 

warranted when considering RCT use. The 2019 Nobel prize committee itself 

embraced the role of economic theory in policy design (Committee 2019, 5).  

At the risk of immodesty, I will point to my own work, co-authored with 

economists Marianne Bitler and Hillary Hoynes, using data from Connecticut’s JOBS 

First welfare reform RCT demonstration project. In studying JOBS First, we were able 

to connect predictions from basic labor supply theory to the ways in which a change 

in program parameters could be expected to operate across the earnings distribution of 

demonstration subjects (Bitler, Gelbach, and Hoynes 2006). Our research was 

conducted entirely after the demonstration had finished, and it was possible only 

because MDRC’s data were available for use by researchers via a not-too-onerous 

process. This raises an additional point: the value of making demonstration data 

publicly available for further study.  

 
9  Among other issues, adhering to the gold standard prevented central banks from using easier 

monetary policy to respond to negative shocks to demand. For an introductory-level 

discussion of central bank decisions, the gold standard, and the Great Depression, see 

Bernanke (2012). For a more extensive treatment, see Eichengreen (1996). 
10  Chapter 7 of this volume discusses that issue. 
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There are other criticisms of RCT demonstrations. For example, as Heckman and 

Smith pointed out in their 1995 paper, typical RCTs reveal only short-run policy 

reform effects. Of course, the same is true about many non-experimental evaluations. 

More generally, as Banerjee and Duflo (2009) note, the fact that RCTs have their 

problems doesn’t mean that non-experimental approaches are immune to those same 

problems.11 

What lessons can we draw from this discussion? First, well-designed, well-

executed RCTs solve a particular class of statistical problem: they balance treatment 

and control groups on the distribution of confounding effects. That allows someone 

with the data in hand to estimate some kinds of parameters that may be of policy 

interest. But second, even perfectly implemented RCTs don’t allow us to answer every 

question of interest—either because questions such as entry effects are by their nature 

difficult or expensive to study at all with RCTs, or because of the extent and nature of 

treatment effect heterogeneity.  

The points above imply that whether RCTs are better than alternatives in any 

given context depends: It depends on the questions that are of interest, on the policy 

reform options, on the distribution of people’s responses to policy reforms under 

consideration, and on what will be done with the information obtained from the 

demonstration. 

Of course, whether RCTs are worth doing also depends on the alternative—we 

should always ask, “compared to what?” 

There is a long history of non-experimental estimation in the social sciences. Both 

structural and reduced form econometric methods have developed in important part 

for the purpose of answering the kinds of questions that RCTs would answer if they 

existed. These points are not unknown to the discussion of SSA demonstrations, as the 

discussion of entry effects that Weathers and Nichols offer illustrates. They cite an 

SSA-funded RAND paper by Nicole Maestas, Kathleen J. Mullen, and Gema Zamarro 

(2010), titled Research Designs for Estimating Induced Entry into the SSDI Program 

Resulting from a Benefit Offset, which describes two RCT alternatives—stated 

preferences and structural estimation using variation from past policy changes. These 

authors considered but rejected alternative approaches, including more complex 

structural models.  

I suggest here that even where RCTs are feasible to design and administer at 

manageable cost, it is not obvious that they are always the best choice. One way to 

look at this issue is to recognize that the choice to use an RCT to study a question is 

itself a policy choice. The internal logic of the contention that RCTs are necessary for 

better policy study therefore requires randomizing whether RCTs are used to study 

 
11  “[A] although some of these issues are specific to experiments…, most of these concerns 

(external validity, the difference between partial equilibrium and market equilibrium effects, 

nonidentification of distribution of effect) are common to all microevaluations, both with 

experimental and nonexperimental methods” (2009, 159). 
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questions. That seems unlikely. What we have available is the considered ex ante 

judgment of experts. SSA ought to use that resource liberally. 

I have one final suggestion.  

The federal government ought to invest in making SSA’s data more available to 

researchers operating outside either the agency itself or its contracted parties. There 

are lots of highly skilled researchers who want to study questions that are or would be 

of interest to policymakers but who aren’t able to do so because they can’t get data. 

The federal government could radically increase the amount of available research 

knowledge by making existing SSA administrative data more publicly accessible. Of 

course there are privacy considerations, and program operations must continue without 

interruption. But perhaps the federal government should consider whether the next 

demonstration is likely to lead to information as valuable as might be gained were it 

to spend some of its resources figuring out how to productively share data for wider 

study. 

In sum, I applaud Weathers and Nichols’s general suggestion that substantial 

thought should be given to whether particular demonstrations are worth the expense 

and time it will take to conduct them. There are alternatives, including non-

experimental study in particular settings and wider data access in general. It is to SSA’s 

credit that the agency has commissioned this volume, and it will be to all of our benefit 

if the agency follows these authors’ suggestion. 

 

Jonah B. Gelbach, Professor of Law, University of California, Berkeley—Dr. 

Gelbach’s interests include civil procedure, evidence, statutory interpretation, law and 

economics, event study methodology, securities litigation, the economics of crime, 

applied statistical methodology, evaluation of public assistance programs, and general 

applied microeconomics. 
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Chapter 3 

Comment 

Elizabeth H. Curda 

US Government Accountability Office12 

Over the last 20 years, the Social Security Administration (SSA) has carried out 

many demonstration projects and spent hundreds of millions of dollars doing so. Given 

the time and money invested in them, demonstration projects need to be carefully 

designed so that the results will inform important improvements to outcomes for Social 

Security Disability Insurance beneficiaries, Supplemental Security Income recipients, 

and taxpayers. 

Chapter 3, “Improving the Use of Demonstrations,” suggests an array of 

promising practices to enhance the effectiveness of SSA demonstration projects. These 

suggestions fall into three main categories: methodological, process, and 

communication. Many of these promising practices dovetail with prior Government 

Accountability Office (GAO) analyses and recommendations. Though we recognize 

that SSA has implemented many of these recommendations, it is worthwhile to 

highlight where GAO has taken a similar position. More broadly, portions of Chapter 

3 echo best practices for project management, as well as internal control standards that 

apply to all federal programs. The following paragraphs highlight GAO findings, 

recommendations, standards, and best practices that add further impetus to the authors’ 

recommendations to improve the use of demonstration projects. 

METHODS 

Of the many important points made in Chapter 3 relating to the effective design 

of demonstration projects, one that stands out is the suggestion to employ falsifiable 

logic models in order to better identify programs that are ready for rigorous outcome 

assessments. GAO has long recommended the use of logic models in developing 

programs and evaluations of those programs and greater use of the falsifiable logic 

model has the potential to ensure a demonstration program’s process has been 

sufficiently vetted and improved prior to employing more costly and consequential 

outcome evaluations (see e.g., GAO 2002). 

The authors also suggest that researchers can and should leverage demonstration 

projects to test multiple intervention options and causal channels through multistage, 

multi-arm, or factorial design of interventions and experimental evaluations. Doing so 

could be a good way to increase the return on investment of a given demonstration. 

 
12  The views expressed in this comment are those of the author and do not necessarily represent 

the views of the Government Accountability Office or the US federal government. I am 

grateful to Jessica Rider, a Senior Economist at the GAO, for her assistance in drafting 

preliminary versions of these comments. 
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However, doing so also increases complexity and requires careful design to be 

effective. GAO’s work on designing evaluations stresses the need to be clear about the 

evaluation questions at each phase of project and what is to be assessed—process 

versus outcomes versus impact of alternative interventions, for example—and to select 

appropriate measures and criteria for success at each stage of a program’s 

implementation (e.g., program uptake among eligible individuals, changes in key 

program outcomes, use of program resources) (GAO 2012a).  

GAO has emphasized the necessity of assessing project effects compared to a 

counterfactual of no intervention. For instance, in GAO’s 2008 report on SSA’s 

demonstration projects, GAO found that some demonstrations at that time did not 

assess the project’s effects compared to what would have happened in its absence. 

GAO also found that planning for the evaluation has to be part of the demonstration 

project’s design. As part of that report, GAO recommended that SSA implement clear 

written policies and procedures that are consistent with standard research processes 

and federal internal controls standards. As a result, SSA developed a Demonstration 

Project Guidebook, which outlines the agency’s policies, procedures, and mechanisms 

for managing and operating its demonstration projects. This Guidebook could serve as 

the repository for any key insights and best practices SSA adopts from these lessons 

learned. 

A key aspect of internal control is identifying potential risks to the success of a 

demonstration project in advance and being prepared to analyze and respond to the 

risks. This principle encompasses, at a high level, some of the methodological 

practices the authors highlight in Chapter 3, such as identifying and documenting 

tradeoffs in scoping the project, identifying ways that the proposed methods or 

timeframes may fail to meet the needs of policymakers, and understanding potential 

sources of bias in the analysis. 

PROCESS  

In Chapter 3, the authors highlight the need to build a better evidence base by, 

among other things, using qualitative information to provide context and explore 

causal mechanisms. Taking that a step further, considering participant voices in the 

planning and design of an intervention often yields new insights about potential risks 

to agency actions. For example, in a 2010 forum held by GAO, stakeholders, including 

those with a participant perspective, noted that new SSA disability benefits, services, 

and programs need to be carefully structured to avoid unintended consequences and 

that the costs and benefits to participants must be considered in program design.  

Another process improvement is to take steps to ensure transparency about 

changes to the demonstration along the way. In a recent report on Medicaid 

evaluations, GAO found that changes during a demonstration can cause problems and 

affect the quality of the evaluation—changes to the design of the demonstration, the 

sample, related policies that may affect participants, etc. should be documented along 

with plans for how those changes will be handled in the evaluation (GAO 2019). 
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COMMUNICATION  

Chapter 3 stresses the need to involve stakeholders early and often, as well as to 

disseminate interim results to key stakeholders. This is a critical best practice and 

while this type of collaborative process takes time, it typically leads to less rework and 

more robust results.  

The authors also state that demonstration findings should be leveraged to affect 

policy through good communication. This is critical, but not always practiced. GAO 

has recommended as recently as 2018 to the US Department of Health and Human 

Services that it provide rigorous final evaluation reports and publicly release the 

findings of demonstration projects (see e.g., GAO 2018).  

And finally, going beyond the focus on individual demonstration projects, GAO has 

previously identified more than 40 programs managed by nine different agencies that 

provide a patchwork of employment support for people with disabilities. We reported 

in 2012 that these programs lacked a unified vision, strategy, or set of goals to guide 

their outcomes. GAO has recommended since 2012 that the Office of Management 

and Budget work with federal agencies to coordinate the development of a set of 

unifying, government-wide goals for employment of people with disabilities (GAO 

2012b). Such an effort could provide much needed focus and impetus for designing 

demonstration projects that align with federal employment goals. It could also help 

agencies take greater advantage of the wealth of data collected by different federal 

agencies, which currently requires herculean efforts by agencies and researchers to 

obtain and use in these important demonstration evaluations. 

 

Elizabeth H. Curda, Director, Education, Workforce, and Income Security Team, US 

Government Accountability Office (GAO)—She oversees a portfolio of audits of 

federal disability programs at the Department of Veterans Affairs, the Social Security 

Administration, and the Railroad Retirement Board, among other agencies. Her 

portfolio also addresses the role federal programs play in providing equal opportunity 

for individuals with disabilities in all areas of public life. 
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